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Abstract— In this paper, we have investigated the influence of 

cluster instability on the performance of layered cluster oriented 

ensemble classifier. The final contents of clusters in some 

clustering algorithms like k–means depend on the initialization of 

clustering parameters like cluster centres. Layered cluster 

oriented ensemble classifier is based on this philosophy where the 

base classifiers are trained on clusters generated at multiple 

layers from random initialization of cluster centres. As the data is 

clustered into multiple layers some patterns move between 

clusters (unstable patterns). This instability of patterns brings in 

diversity among the base classifiers that in turn influences the 

accuracy of the ensemble classifier. There is thus a connection 

between the instability of the patterns and the accuracy of 

layered cluster oriented ensemble classifier. The research 

presented in this paper aims to find this connection by 

investigating the influence of unstable patterns on the overall 

ensemble classifier accuracy as well as diversity among the base 

classifiers. We have provided results from a number of 

experiments to quantify this influence. 
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I. INTRODUCTION 

Ensemble of classifiers [1][2] refers to a collection of 

classifiers that learns the class boundaries within a data set 

simultaneously. The individual classifiers are commonly 

called base classifiers whereas the combination is called 

ensemble classifiers, mixture of experts, and multiple 

classifier systems. The combination of classifiers aims to 

achieve better classification accuracy compared to their base 

counterparts. In order for the ensemble to perform better than 

individual classifiers it is required that (i) the individual 

classifiers are accurate, and (ii) the errors made by individual 

classifiers are complementary i.e. the base classifiers are 

diverse among them [1][3]–[6]. 

Aiming to achieve diversity a number of ensemble classifier 

generation methods are found in the literature. Among 

different categories of ensemble classifiers the one that is 

relevant to our research creates diverse base classifiers by 

manipulating the training set. The idea is to train base 

classifiers on different subsets of the data. In bagging [7]–[13] 

the subsets are randomly drawn (with replacement) from the 

training set. Boosting [14]–[20] is a hierarchical process where 

the first subset is created by randomly drawing patterns from 

the training set. The patterns that are not correctly classified 

by the current classifiers are given more importance by the 

classifiers in the next passes. AdaBoost [16] is a more 

generalized version of boosting. 

Another commonly used practice for generating ensemble 

classifiers uses clustering to partition data and trains base 

classifiers on clusters [21]–[29]. Layered cluster oriented 

ensemble classifier [31] trains base classifiers on non–

overlapping clusters of a data set. In order to bring diversity 

among the base classifiers, clustering is done at multiple 

layers where the cluster centres are randomly initialized at 

each layer. As the cluster contents are dissimilar at different 

layers, the base classifiers are trained on different training 

subsets of the data. This brings in diversity among the base 

classifiers. When the data is clustered into multiple layers, 

some patterns move from one cluster to another. We call them 

unstable patterns. Patterns that do not move between clusters 

at different layers are called stable patterns. These unstable 

patterns contribute to altered compositions of clusters at 

different layers and thus diversify the base classifiers. What 

remains a question is to what extent the unstable patterns 

influence accuracy and diversity of layered cluster oriented 

ensemble classifier. Motivated by this fact, we aim to 

investigate the following research questions regarding the 

layered cluster oriented ensemble classifier: (i) influence of 

percentage of unstable patterns on diversity and accuracy on 

layered cluster oriented ensemble classifier, and (ii) the 

relative contribution of stable and unstable patterns towards 

total ensemble classifier accuracy.  

The paper is organized as follows: Section 2 presents 

layered cluster oriented ensemble classifier. The quantification 

process of unstable and stable patterns is presented in Section 

3. Experimental setup including data sets and base classifier 

configurations is presented in Section 4. Experimental results 

and discussion are presented in Section 5. Section 6 concludes 

the paper.  

 

 

 



 

II. LAYERED CLUSTER ORIENTED ENSEMBLE CLASSIFIER 

Clustering algorithm like k–means has a property that the 

final contents of the cluster depend on the initialization of the 

cluster centres for a given value of k [30]. This is evidenced 

from the following example where the data set in Figure 1(a) 

is divided into three clusters using k–means clustering 

algorithm with random initialization of the cluster centres. 

This process is repeated three times and the final cluster 

centres for these three passes are presented in Figure 1(b) to 

Figure 1(e). Note that the cluster centres are changing. This 

indicates that some patterns in the data set are changing 

clusters at different passes whereas some remains fixed in 

their original cluster. Let’s call each pass a layer. Now 

consider training base classifiers on the clusters in all the three 

layers. As the cluster centres in all the three layers are 

different, the training sets of all the base classifiers are also 

different. This brings in diversity among the base classifiers 

and we followed this basic principle to create layered cluster 

oriented ensemble classifier [31]. 

The ensemble classifier generation and prediction method 

used in layered cluster oriented ensemble classifier is 

presented in Figure 2. During learning the data set is 

partitioned into   clusters based on random initialization of 

the cluster centres using k–means clustering algorithm. The 

process is repeated    times to create   independent 

partitioning of the data set into   clusters. Base classifiers are 

now trained on the clusters at each layer. As the clusters are 

composed of different patterns at different layers, the training 

set for each base classifier is different and this brings in 

diversity among the base classifiers of different layers. During 

prediction, the nearest cluster is first identified at each layer 

for a test pattern. The corresponding base classifier in each 

layer provides a decision of the pattern. The   decisions are 

then merged using majority fusion to obtain the final 

classification verdict. 

Layered cluster oriented ensemble classifier is shown to 

improve accuracy and diversity [31] with increasing number 

of layers. However the following research issues remained 

open that we have investigated in the research presented in 

this paper: 

 How many patterns do change clusters as the data sets are 

partitioned into multiple clusters? The patterns which 

change clusters are called unstable patterns whereas those 

remaining within their clusters are called stable patterns. 

 How much influence do the unstable patterns have on the 

overall accuracy of the ensemble classifier? 

 Which patterns do contribute more towards total accuracy? 

Stable or the unstable patterns? 

 

III. STABLE/UNSTABLE PATTERNS 

A. Philosophy 

We define unstable patterns as the ones that change clusters 

when a data set is partitioned into say   clusters at   different 

layers. The patterns that do not change their clusters are called 

stable patterns. The simplest approach on identifying unstable 

patterns would be to list the cluster labels of the patterns 

obtained from successive execution of the clustering algorithm 

(Figure 3(a)) and identifying the cases where the cluster labels 

change. In the example shown in Figure 3(a) the fourth pattern 

changes cluster in successive runs and can be considered 

unstable. A problem with this approach of identification is that 

the successive executions of clustering algorithm are 

independent and thus the cluster labels may not remain the 

same in two consecutive runs. This is portrayed in Figure 3(b). 

Note that the cluster labels have been swapped in two 

consecutive runs. The patterns in fact have not changed 

clusters and are stable. The earlier detection approach will 

declare all the patterns as unstable patterns. 

It is thus required to establish an association between the 

cluster labels first. This can be done by computing a co–

occurrence matrix between the cluster labels. Given that there 

are two clusters, the dimension of the co–occurrence matrix 

will be    . The entry       in a co–occurrence matrix refers 

to the number of patterns that has label   in Pass1 and label   
in Pass 2. The computation can be explained from the co–

occurrence matrices presented in Figure 3(d)–Figure 3(f) that 

are obtained from the tables presented in Figure 3(a)–Figure 

3(c). In Figure 3(a) all the four patterns in cluster 1 belong to 

cluster 1 at consecutive passes. The entry       in Figure 3(d) 

is thus 4. Similarly five patterns in cluster 2 belong to cluster 2 

at consecutive passes in Figure 3(a). The entry       in Figure 

3(d) is thus 5. Only one pattern in cluster 2 belongs to cluster 

1 at consecutive passes in Figure 3(a). The entry       in 

Figure 3(d) is thus 1.The co–occurrence matrices in Figure 

3(e) and Figure 3(f) are computed in a similar way. 

Once we have computed the co–occurrence matrix we are in 

a position to find association between the cluster labels in 

successive runs and identify unstable patterns. The column 

label   corresponding the maximum entry along the  –th row 

refers to highest overlapping of cluster   with cluster   in 

successive run. Patterns that belong to these two associated 

clusters are considered stable whereas the patterns 

contributing to the other entries of the  –th row are considered 

unstable. For example, consider the co–occurrence matrix in 

Figure 3(e) obtained from the table in Figure 3(b). The 

maximum entry along row 1 occurs along column 2 in Figure 

3(e). Cluster 1 in Pass 1 is thus associated with cluster 2 in 

Pass 2. Similarly Cluster 2 in Pass 1 is thus associated with 

cluster 1 in Pass 2. All the patterns are stable in between Pass 

1 and 2 in Figure 3(b). Similarly in Figure 3(a) Cluster 1 in 

Pass 1 is thus associated with Cluster 1 in Pass 2 and Cluster 2 

in Pass 1 is thus associated with Cluster 2 in Pass 2 as implied 

by the co–occurrence matrix in Figure 3(d). Only one pattern 

that falls out of this association is pattern 4 that belongs to 

Cluster 2 in Pass 1 and Cluster 1 in Pass 2. Pattern 4 is thus 

unstable pattern. In an identical fashion pattern 3 in Figure 

3(c) is unstable as implied by the co–occurrence matrix in 

Figure 3(f). 
 



 

 
Figure 1: Variability of final cluster centres when a data set is clustered into three clusters using k–means clustering 

algorithm based on random initialization of the cluster centres. 
 

 
Figure 2: Ensemble classifier generation and prediction model in layered cluster oriented ensemble classifier considering   

layers. 
 

 
Figure 3: Computation of co–occurrence matrix and identification of unstable patterns. 



 

B. Computation of Stable/Unstable Patterns 

We have developed the following approach to identify 

unstable patterns. Let there are   patterns in the data. The 

cluster number of the pattern   in layer   is expressed as      

where       and      . Given two layers   and    we 

need to identify the clusters that have maximum overlapping. 

We do this by computing cluster co–occurrence matrix   

between two layers   and   . The dimension of   is     

where   is the total number of clusters. The entries of   are 

defined as  

       
        ∑        
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where  

  (      )  {
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and          ,          . Given cluster    at layer 

  , the corresponding cluster    at layer    is identified as  

                  
        (3) 

where      .         will form a cluster correspondence 

pair   . Given   clusters there will be   correspondence pairs 

namely                     between layers    and   . A 

pattern   is considered to be unstable between layers     and    

if 

                       (4) 

Let the set of unstable patterns between layers     and    is 

expressed as       . The complete set of unstable patterns is 

computed as 

 ⋃ ⋃                        (5) 

where          . Patterns that do not belong to the 

category of unstable patterns are identified as stable patterns. 

Let the training patterns in the data set be represented by 

                       | |  | |   where each pattern is 

described by a vector of n continuous valued features     

               and a class label    with 

                               
 .  A layer is denoted by   

and the K clusters at layer   are denoted by                  

where            . 

IV. EXPERIMENTAL SETUP 

A. Evaluation Criteria 

The previous section mentions the steps followed to 

compute the total number of stable and unstable patterns. Let 

   be the total number of unstable patterns and    be the total 

number of stable patterns. The total number of patterns   in a 

data set is thus        . Let    represents the correctly 

classified instances and     and     be the correctly classified 

unstable and stable patterns respectively such that        
   . The total accuracy of the ensemble classifier is computed 

as         . The contribution of unstable and stable 

patterns towards total accuracy is computed as           

and           respectively. Note that the percentage of 

unstable and stable patterns          and          

change with number of layers in layered cluster oriented 

ensemble classifier. 

Given   layers the base classifiers are trained on clusters at 

these layers. A pattern belongs to a unique cluster in each 

layer. A total of   decisions are thus obtained on a pattern in 

layered cluster oriented ensemble classifier.  We have 

computed diversity among the base classifiers using Kohavi–

Wolpert (KW) variance [32]. Given a set of | | examples 

                     | |  | |   in a data set, the diversity 

among the base classifiers is computed as 
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where   is the number of layers, and     is set as 

        {

                                        

                                        
(7) 

B. Data Sets 

We have used the  benchmark data sets in the experiments. 

The data sets are compiled from the UCI Machine Learning 

Repository [33] as used in contemporary research works 

[10][18][34] on ensemble classifiers. The summary of twenty 

data sets used in the experiments is presented in Table 1. We 

have used 10–fold cross validation approach for reporting the 

results. 

C. Parameter Settings 

k–means clustering algorithm with random cluster centre 

initialization is used in the experiments. Multi Layer 

Perceptron (MLP) is used in the experiments as the base 

classifier. Single  hidden layer is used in the network with five 

hidden units . The number of  units in the output  layer is set 

equal to the number of classes. Tan sigmoid activation 

function is used in the MLP nodes. The weights are learned 

using a backpropagation learning algorithm. The MLPs were 

trained with the following parameter setting: (a) Learning rate 

= 0.01, (b) Momentum = 0.4, (c) Epochs i.e. # of iterations = 

25, and (d) RMS goal = 0.00001. All the experiments were 

conducted using MATLAB. 

 
Table 1: Data sets used in the experiments. 

Dataset # instances # attributes # classes 

Breast Cancer 699 9 2 

Diabetes 768 8 2 

Ecoli 336 7 8 

German 1000 20 2 

Glass 214 10 7 

Ionosphere 351 33 2 

Iris 150 4 3 

Liver 345 6 2 

Parkinsons 197 23 2 

Satellite 6435 36 6 

Segment 2310 19 7 

Sonar 208 60 2 

Spam 4601 57 2 

Spect 267 23 2 

Thyroid 215 5 3 

Transfusion 748 5 2 

Vehicle 946 18 4 

Vowel 528 13 11 

Waveform 5000 21 3 

Wine 178 13 3 

 



 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section we present the following results: (i) influence 

of layers on percentage of unstable patterns, (ii) relationship 

between percentage of unstable patterns and diversity among 

the base classifiers, (iii) contribution of stable/unstable 

patterns towards total accuracy, and (iv) influence of 

stable/unstable patterns on total accuracy. We present the 

graphs on these results on the first 9 data sets while the best 

parameters discussed at the end of this section are shown on 

all the 20 data sets. 

When a data set is partitioned multiple times into k clusters 

based on random initialization, some patterns change clusters 

at different passes. It is evidenced in Figure 1 where the 

cluster centres are different at different passes. We have 

investigated  the number of patterns that change clusters. The 

process of counting the total number of unstable patterns when 

a data set is partitioned into a certain number of layers is 

presented in (1)–(5). Figure 4 represents the percentage of 

unstable patterns with the change of number of layers for the 

data sets in Table 1. Note that the trend line representing the 

change in all the graphs has a positive slope. This indicates the 

fact that the percentage of unstable patterns increases with 

increasing number of layers. The amount of change is 

different for different data sets with the highest being on 

German data set (74.54% with ten layers). Note that increase 

in unstable patterns implies reduction in stable patterns. 

 

As the unstable patterns change clusters at different layers, 

the composition of clusters also change at different layers. The 

base classifiers are trained on clusters at different layers and 

the training set for the base classifiers are thus also dissimilar 

at different layers. This brings in diversity among the base 

classifiers. Addition of more layers cause more changes 

among the cluster contents and thus increases diversity among 

the base classifiers. This is evidenced from Figure 5 where the 

diversity is plotted against the percentage of unstable patterns 

as the number of layers change. The trend line in all cases 

shows a positive change. The increase in unstable patterns 

thus increases diversity among the base classifiers (Figure 5). 

The change in diversity is lowest for the Breast Cancer data 

set (0.009 at ten layers) and highest for the Liver data set 

(0.128 at ten layers). 

With the increase in number of layers the percentage of 

unstable patterns goes up whereas the some of stable patterns 

goes down. Both unstable and stable patterns contribute 

towards the total accuracy obtained on a data set using layered 

cluster oriented ensemble classifier. It is thus worth 

investigating the nature of contribution towards accuracy by 

unstable and stable patterns. Figure 6 represents the 

contribution made by unstable and stable patterns towards 

total accuracy as the number of layers changes. It can be 

observed that the contribution of unstable patterns increases 

whereas that of stable patterns decreases with increasing 

number of layers for all the data sets. In case of majority of the 

data sets the contribution of unstable patterns is more than 

stable patterns after a certain number of layers (e.g. 5 layers 

for Breast Cancer, 9 layers for Ecoli). Stable patterns 

contribute more than unstable patterns at higher number of 

layers for some data set like Ionosphere. 

 

 

 
Figure 4: Influence of layers on % of unstable patterns 



 

  
 

 
Figure 5: Influence of pattern instability on diversity as the number of layers change. 

 
 

 
Figure 6: Accuracy contribution by stable and unstable patterns 

 

The combination of contributions from stable and unstable 

patterns constitutes the total accuracy for a data set. It is 

observed from Figure 6 that the contribution of stable patterns 

decreases whereas that of unstable pattern increases. A bar 

graph showing the average change in contribution made by 

unstable and stable patterns across the layers is presented in 



 

Figure 7 for all the data sets. Note that the average change in 

contribution made by unstable patterns is more than that made 

by stable patterns towards total accuracy. This result is overall 

increase of the total accuracy. The change of accuracy against 

percentage of unstable patterns is presented in Figure 8. Note 

that the trend of change has a positive slope for all data sets. 

This implies that increasing percentage of unstable patterns 

increase accuracy in general. 

Table 2 reports the number of layers at which the maximum 

classification accuracy is obtained and the corresponding 

percentage of unstable patterns and diversity. The percentage 

of unstable patterns at which the maximum accuracy is 

achieved is greater than zero for all data sets. Note that the 

maximum accuracy is achieved at either nine or ten layers for 

all the twenty data sets. It is worth mentioning that percentage 

of unstable patterns is also high at nine/ten layers as evidenced 

from Figure 4. This implies that instability of patterns 

increases classification accuracy. However, the percentage of 

unstable patterns at which the maximum accuracy is achieved 

depends on the data set. Satellite data set achieves maximum 

accuracy (92.45%) at low percentage of unstable patterns 

(29.55%). The maximum accuracy for Vowel data set 

(98.12%) is obtained with high percentage of unstable patterns 

(75.20%). 

VI. CONCLUSION 

In this paper we have investigated the influence of unstable 

patterns on layered cluster oriented ensemble classifier. We 

have defined a co–occurrence matrix based approach to 

identify unstable patterns and observed their influence on 

accuracy and diversity. Based on the experimental results we 

can conclude the following:  

(i) Unstable patterns move between clusters and this brings 

diversity among the base classifiers in layered cluster oriented 

ensemble classifier. With increasing number of layers the 

percentage of unstable patterns increases that in turn increases 

diversity among the base classifiers,  

(ii) Both stable and unstable patterns contribute towards total 

accuracy. With increasing number of layers the contribution of 

unstable patterns towards total accuracy increases and that of 

stable patterns decreases. However the contribution made by 

unstable patterns is more than that of stable patterns. This is 

why the total accuracy increases with increasing percentage of 

unstable patterns. 
 

 
Figure 7: Average change in contribution towards total accuracy 

made by stable and unstable patterns 

 

 

 

Figure 8: Influence of pattern instability on total accuracy 



 

(iii) Instability of patterns can be controlled by number of 

layers. However, the percentage of unstable patterns at which 

the maximum accuracy is obtained depends on the data set. It 

is thus required to tune the number of layers for finding the 

percentage of unstable patterns that achieves maximum 

accuracy. 

In future we aim to investigate the influence of incorporating 

fuzzy clustering in layered cluster oriented ensemble 

classifier. 

 
Table 2: Number of layers that obtain maximum accuracy. The 

percentage of unstable patterns and diversity are reported 

corresponding to maximum accuracy. 

Data Set No. of 

layers 

Percentage 

unstable 

patterns 

Diversity 

KW 

variance 

Max 

Accuracy 

Breast Cancer 9 63.78 0.0089 98.01 
Diabetes 9 62.89 0.0851 82.16 

Ecoli 9 50.68 0.0401 93.62 

German 9 71.68 0.0929 79.19 
Glass 10 54.16 0.0354 99.53 

Ionosphere 9 45.97 0.0390 96.89 

Iris 10 64.93 0.0153 99.04 
Liver 10 62.32 0.1276 81.69 

Parkinsons 9 63.57 0.0452 97.07 

Satellite 9 29.55 0.0342 92.45 
Segment 10 56.79 0.0123 98.83 

Sonar 10 62.70 0.0872 97.86 

Spam 9 55.83 0.0278 95.36 
Spect 10 58.06 0.0635 85.91 

Thyroid 9 53.56 0.0145 99.44 

Transfusion 10 54.74 0.0416 81.03 

Vehicle 10 59.23 0.0809 94.30 

Vowel 10 75.20 0.0711 98.12 
Waveform 10 52.00 0.0780 94.54 

Wine 10 64.69 0.0145 99.83 
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