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Abstract- The paper proposes and investigates a facialriealection and fusion technique for improving
the classification accuracy of face recognitiontesys. The proposed technique is novel in termeatife
selection and fusion processes. It incorporatesahewetworks and genetic algorithms for selectiom a
classification of facial featureS’he proposed technique is evaluated by using tharate facial region
features and the combined features. The combiredres outperform the separate facial region featur

the experimental investigation. A comprehensive ganson with other existing face recognition tecjugs

on FERET benchmark database is included in therpaffee proposed technique has produced 94%
classification accuracy which is significant impeavent and best classification accuracy among phealis
results in the literature.

1. Introduction

1.1 Background

Face recognition is one of the most remarkable liépes of human beings. It develops over theegears

of childhood, and is important for several aspeftsur social life. Human beings can remember hedsl

or even thousands of faces in their whole life aad easily identify a familiar face in differentrppective
variations, such as illumination variations, ageations, pose variations, etc. Face recognitiayetioer
with other abilities, such as estimating the exgies of people with whom we interact, has played an
important role in the course of evolution.

The problem of machine recognition of faces hambsedied for more than 30 years. It has attracted
research interest from several disciplines suclimagje processing, pattern recognition, computepivjs
neural networks and computer graphics. Such intéEsbeen motivated by the growth of Face Reciognit
Technology (FRT) used in applications in many ar@aduding face identification in law enforcemeartd
forensics, user authentication in building accessubomatic teller machines, indexing of, and deiaug for,
faces in video databases, intelligent computer irgerfaces, etc. After the Sep 11 2001, terraaithcks,
FRT is gaining more interest due to its significamtolvement in anti-terror activities. FRT numestu
used in commercial and law enforcement applicatipases a wide range of technical challenges and
requires an equally wide range of techniques frdferént disciplines.

A general statement of the problem of machine neitiogn of faces can be described as follows: Gisglh

or video images of a scene, identify or verify @remore persons in the scene using a stored datalbas
faces. Available collateral information such aseragender, age, facial expression or speech magdubin
narrowing the search. The solution to the problewplves face detection, feature extraction fromefac
region, face verification or recognition. Face data refers to the determination of the exact fpmsiand
size of a human face from cluttered scenes. Featuraction refers to obtaining the features thaat e fed
into a face classification system. Face recognitafers to comparing an input face against modefaces
that are stored in a database of known faces ardittdicating if a match is found. Face verificati@fers
to confirming or rejecting the claimed identitytbe input face.

Although human beings seem to recognize a factuiteced scenes with relative ease, machine retiogni
is much more difficult for a variety of reasonstdy, different faces may appear very similar, eeery face
contains two eyes, two ears, one nose and one mihgreby necessitating an exacting discriminask.ta
Secondly, different views of the same face may appgite different due to imaging constraints, sash
changes in illumination and variability in facialpressions, and due to the presence of personedsmies,
such as glasses, beards, hats, etc. Finally, wieerface undergoes rotations out of the imagingelan
large amount of detailed facial structure may beunted. Therefore, until now in many implementasiaf
face recognition algorithms, the face images araiobd in a constrained environment with controlled
illumination, minimal occlusions of facial strucas, uncluttered background, and so on. Face remgiim

an unconstrained environment is still a quite @rajing task.



1.2 Literature Review

In the last decade, face recognition has becomebm®st active research areas of pattern recagnifihe
most existing face recognition methods can be sirojaissified into three categories: holistic featbased
matching method, local feature based matching ndetimal hybrid matching method [1]. In holistic feztu
based matching method, the whole face region id aseraw input to the recognition system, like Eigal
Component Analysis (PCA) projection method [2],Heisface method [3] and Nearest Feature Line (NFL)
method [4]. Recently, an Independent Gabor Feat{i&fs) method [5] and a kernel Associative Memory
(kAM) models based method [6] were also appliethte recognition.

In local feature based matching method, the loeafufres such as eyes, nose, and mouth are firacted
and then their locations and local statistics (getoit and/or appearance) are fed into a structlaskifier.
Geometrical features method [7] and Elastic BunechpB Matching (EBGM) method [8] belong to this
category.

In hybrid matching method, both holistic and lodehtures are used for the recognition. A feature
combination scheme for face recognition by fusiérglobal and local features is presented in [9]fully
automatic system for face recognition in databasgsonly a small number of samples is presentgd @j.
Global and local texture features are extractedumed in the recognition.

Genetic Algorithms (GAs) can be used to selectnoptifeature set for pattern classification probleBame
researchers have used GAs for face recognitiofll GA-ID3 (decision tree learning) method is posed

to find optimal subset of discriminatory features pattern classification. GAs were used to seaheh
possible optimal subset of extracted features. W23 used to produce a decision tree based on &tsubs
selected by GAs. The GA-ID3 method was experimetdececognize visual concepts in satellite and face
images. The results showed significant improvenierdiassification performance and a good reduction
feature set dimension. In [12], a kernel scattéiedince based discriminant analysis for face reitmm is
presented. In [14], a genetic algorithm was usedelect features for 3D face recognition. The metho
presented in [14], tries to optimise features hpteang good features which can minimize the inclass
distance and maximize the intra-class distanc§l3h an evolutionary pursuit (EP) based on GAs leen
applied to face recognition. The idea in EP isdarsh for face basis through the rotated axes eftfin
PCA space. The overall classification rate obtibg existing techniques is unsatisfactory; thexetbere

is a need for a better feature selection and futgohnique which could improve the overall classifion
accuracy for face recognition.

In this paper, a novel feature selection and fusgahnique for face recognition is presented. GAdature
selection and Artificial Neural Network (ANN) forlassification were incorporated into the proposed
technique. The proposed technique has been testexbparate feature set from each facial region and
compared with the combined feature set. A largefdataset from the FERET benchmark databasei§13]
used for testing. The main research questionsigrelgw to select the most significant facial featiand
combine them to improve an overall classificatiaterof face recognition systems? (2) What is thst be
combination of these features to a specific clas&ifThe original contributions of the researchspraged in
this paper are as follows: (1) Identification ofdbfacial regions by using distance threshold metthased

on centre coordinate information of each facialioeg The facial features are extracted from eadhafa
region. (2) A Genetic Algorithms (GAs) based applo#or facial feature selection. The significaneas
inside each facial region are located using thisr@gch. (3) An Artificial Neural Network (ANN) bade
approach for facial feature classification. Theestld facial features from GA approach are passédiN

for final classification. The classification errig passed back to GA to calculate the fithess ahea
individual. (4) A combined technique for face reciigpn. The proposed approach is tested on theratpa
feature set from each facial region and the contbfeature set. The FERET benchmark database igeatiop
to evaluate and compare the proposed approach mpretensive comparison of the proposed technique
with other existing face recognition approachesbesn conducted.

2. Proposed Technique

This section describes the proposed feature sateatid fusion technique for face recognition. $ecg.1
provides an overview of the proposed methodologgtiBn 2.2 introduces the distance threshold method
that is used to locate facial regions. The avergqigy level value features are discussed in se@iBn



Section 2.4 describes PCA features. The detailadrporating GAs and neural networks for feature
selection and classification are discussed in @e&i5.

2.1 Overview

The goal of the proposed technique is to selecinbst significant facial features effectively aniddfthe
best combination of these features for the classifihe proposed technique aims to locate the faigni
areas in facial regions from which the significédtures are extracted. Facial regions refer tsédparate
regions in the face that contain one local orgachsas left eye region, right eye region, noseoregind
mouth region. These facial regions contain the rdisstriminant facial characteristics on human fadése
facial regions are the basis for the local featbesed feature extraction techniques. Even on these
discriminant facial regions, some areas inside beynore important than the other areas in a retiogni
task. By locating the most significant areas onfdtéal regions, the proposed approach actuallyoxes
“noise” information caused by other non-significaméas of the facial region. It may also remove pathe
variation information caused by changes in faciapression, head rotation and illumination. By
concentrating on these significant areas, it allos$o extract the most significant facial featuresn them

to represent human faces. These features may imphevclassification rate of face recognition syste

The first step in the proposed technique is totdacial regions in the face images. The faciatuee
extraction technique is performed on these fa@glans. After feature extraction, the featuressmlected,
fused and classified. Through selection, the siggnift areas are located and through classificatf@input
face image is recognised or verified.

The block diagram of the proposed technique to gonexperiments using separate and combined feature
on FERET benchmark dataset is depicted in Figule Zhe details are described in the following
subsections.

Feature Extraction
Small Face Dataset r——=1 .
Locate ——P Combined Feature Set

Facial ' :
Regions
Large Face Dataset )

i

Locate Significant Areas

\ Figure 2.1. Block diagram of the proposed technique /

2.2. Locate facial regions

We first locate facial regions on each face image then we extract features. The experimentalifaeges

are extracted from the FERET database. The centedioate information provided for each facial egi

like eye center coordinate, nose tip coordinate amalith center coordinate is used and the distance
threshold method is applied to locate the locabfaegions.

The distance threshold method defines distancelibtds in vertical and horizontal directions foe focal
facial region. These thresholds decide the sizdeffacial region. With center coordinate inforroatithe
facial region is easy to locate. Based on the imagé¢he experimental database, the distance tbidshre
set as follows. The vertical distance thresholdeisto 16 and the horizontal distance threshokkido 30
for the eyes and nose regions. They are set tmd 5@ separately for the mouth region.



2.3. Average grey level value feature

After locating the facial regions, each facial mgwas equally divided into small-size rectangleasr The
average grey level value features are extracted fheese small rectangle areas. The average greiwalue
feature can be expressed as:

g_zZrN&y) O
' wxhxvy
whereg; is the average grey level value feature for thellsreatangle area, p(x, y) is grey level value of
pixel p inside the rectangle aréaw is the width of the small rectangle area ahds the heightv is the

maximum grey level value for the image, here 255He experimental database.

After division, the average grey level value featuare extracted on these small rectangle areasléfoto
right, top to bottom. In the experiments, The sizéhe small rectangle area was chose to kel@w = 6, h
= 4). Then for the left eye region (same as rigletregion and nose region), the size of extracatlife set
becomes 20. For the mouth region, the size of firaaed feature set increases to 30 due to |agigerof
the mouth region.

2.4. PCA feature

PCA projection method for face recognition, whishalso called eigenface method, is a classical odefr

face recognition. The simple idea behind eigenfaethod is to capture the largest variances amasgy af

face images and then use this information to eneodkecompare face images. The advantage of eigenfac
method is to reduce dimensionality while maximizihg scatter of all projected samples. Let §% ...,

Xn} be as set of N sample images. It takes valuemim-dimensional image space and each image belongs
to one of the c classes{x, ..., Xx}. A linear transformation needs to be found topntae original n-
dimensional image space into an m-dimensional feagpace, where m < n. The new feature vector

O R™ is defined by the following equation:
Y
Y, =W'X,,k=1,2,...,N )

whereW O R™™ is a matrix with orthonormal column¥/ is chosen to maximize the determinant of the
total scatter matri of the projected samples.

5= 3 (X, ~ (X, ~ )’ ©)
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where N is the number of sample images arsl the mean image of all samples {i=1, 2, ..., m}is the
set of n-dimensional eigenvectors ®torresponding to the largest eigenvalues. In the experiments, the
PCA projection method is applied to local faciaioms instead of the whole face images to extresufes.

2.5. GA-ANN technique

The GA and ANN based technique is used to idettiéysignificant areas in each facial region andoper
fusion and selection of features for face recognitiln this research, GA are used to find potential
significant features which will generate higheragmition rate. The areas that contain these siarifi
features are considered to be the significant arBas chromosomes represent the possible seleatitire
significant features. Binary encoding is used foe thromosomes, where 1 represents that the festure
selected and O represents that the feature iseteitted. In one generation, each chromosome isptiedt

by the input feature set to generate the inputufeatvector to ANN. The input feature vectercan be
represented as,

F=CP 5)
C=(c,.c, M), ¢ 0{og (6)
P=L+R+N+M @)

whereC is a single chromosomet, is one gene in the chromosorneis the length of the chromosome
which is the same as the size of the input featate. When testing on the separate



feature set from each facial regidd represents the separate feature set. As mentiangd last section,
size of the left eye feature detis 20, size of the right eye feature Beb 20, size of the nose feature Ndt
20 and size of the mouth feature Bets 30. When combining them together, the size isf 90. Equation 7
shows the combining feature &et

The input feature vectdr is fed to ANN for classification. An ANN with sitghidden layer is used in this
technique. A resilient backpropagation algorithrussd to train the network. The testing classificaerror

is used to calculate the fitness of correspondmlividual in GA. In the reproduction, the ‘fittestidividual
that achieves the best testing classification isatetained in the next generation. The chromosamesch
generation of GA that achieve the best classificatiate are recorded. The chromosomes indicatehwhic
feature is selected and which is not. After all eraions, the total number of times that each feahas
been selected for the best classification ratalicutated. All the features are ranked accordinigad many
times it has been selected. The areas that cotitaifeature inside top ranking are the top significant
areas. For the experimentsis defined as 3.

3. Databases

Three experimental databases were used in thigrakseAll of them are extracted from the FERET
benchmark database. The preliminary experimenttdbdae is a small subset of FERET database and
consists of 13 classes (one class represents etiactliperson). In each class, there are four fiaeges.
Three of them are randomly chosen for training #re remainder for testing. The total number of face
images in the database is 52. The images are etleatefully in order to have minimum pose variatio
Figure 4.1 shows the example images from the pietiny database. Top 3 rows show training images and
bottom row shows testing images.

The advance databases consist of 50 classes, leashrepresents one distinct person. In the oriigiataset
(DB1) from our previous study, there are four facgges in every class. Three of them are randomly
selected for training and one for testing. The roéel dataset (DB2) includes all of the images fidBil

and more images. In DB2, each class has 4 to 18emfor training and one for testing. There aralt876
images for training and 50 images for testing in2DB

4. Experimental Results

This section describes the experimental resultsnoall and large databases. The goal of the expetfie

to evaluate the proposed technique and make cosgparwith the other existing techniques. All
experimental databases are extracted from the FEBR&Ichmark database. Section 4.1 presents the
experiments which are based on the preliminarybda@& Section 4.2 describes the advance experiments
which are based on larger databases.

4.1 Preliminary Results

The preliminary experiments were conducted usirgipinary database as described in section 3. Eigur
4.1 shows the example images from the preliminatgiohse. Top 3 rows show training images and bottom
row shows testing images.

At first, the experiments about location of thensfigant areas using GA-ANN were conducted on each
facial region separately. The features used inetkperiments were average grey level value featdres.
extracted average grey level value features frooh éacial region formed the input feature vectar tfoat
region. The size of small rectangular area foruleaextraction was chosen to bex@é. The size of the
extracted feature sét from left eye region was 20. The same size washerextracted feature s@tfrom
right eye region and the extracted featureNsétom nose region. For mouth region, the size dfaeted
feature seM was 30.L, R, N, M can be expressed in the following equations, f(8jrto (11).

L=(l,1,,15,00,) , | D(O'l) (8)
R=(r,, 1y, 15,0 ), T; D(Ovl) 9
N =(n,n,,n;,0LN,,), N D(O,l) (10)

M = (m;,m,,m,,[hmy,), m 0(01) (11)



These extracted feature sets were then fed to GAFABparately for selection and classification. Taken
the experiments consistent, the parameters of GAtAlre set exactly same for every set of experiment
The generation number was set to 50 and the papulatimber was set to 15. The crossover rate wde se
0.9 and the mutation rate was set to 0.2. The hidohéts of ANN were increased from 6 to 44 (eacheti
increased 2 hidden units), and the selections dbatrated the best recognition rate were recortled.
epoch for ANN was set to 3000.

Figure 4.1 Example images of the preiiﬁ{ihéry databse. Top 3 rows

The best classification results for each faciaioedeature set are shown in Table 4.1 to Table he
shadowed cells indicate the highest testing cliaasién rate.
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row shows testing images.

show trai

Table 4.1 Best classification results for left eykeature set

ning images and bottom

Hidden _ Classification Rate
Units Feature Selection (GA Chromosomes) Training Testing RMS Error
Rate [%] Rate [%]

v 1000000110000101010 100 92.31 0.04719
1000000110000100010 97.44 92.31 0.06064
111011112111101121111¢ 10 84|62 .03@v0

16 11000111100111112000¢0 10 84|62 .03960

24 1000110110011011001 100 92.31 0.03910
11111000010011101100¢0 10 84162 .03758

30 111110000100100010010 10 84162 .03®48

34 1000011110001001111 100 92.31 0.03698




Table 4.2 Best classification results for right eyéeature set

UI—::ic:gen Feature Selection (GA Chromosomes) T(r:;?: iimcatlor']rssiitr? ErF:gﬂS
g Rate [%] | g Rate [%]
14 00011010010010100101 10D B46 0.04686
16 00011011011000000110 10D B46 0.05209
10010111010010010111 100 84|62 .04Zp8
24 100101110101100120111 100 84|62 .03d69
30 01111110111000110011 100 92.31 0.03492
36 01011001010100010101 10D B46 0.04036
Table 4.3 Best classification results for nose faae set
U'}':ggen Feature Selection (GA Chromosomes) (':rlgsiiligcatlon ?:;En ErF:c,;/rlS
g Rate [%] | g Rate [%]
14 1000010000001001011p 76.92 239 0.10628
11111000011010000011 92.31 61/54 0.08497
16 11110101000011001111 87.18 61{54 0.07875
11101100111011001111 97.44 61{54 0.06720
01000101001010101000 87.18 61/54 0.09534
2 01000101001010101010 94.87 61/54 0.08828
32 11000000111010000011 89.74 239 0.07957
34 11010000110010110112 97.44 76.92 0.06574

From Table 4.1 to Table 4.4, eye region and moatjion achieve better recognition rate than nosmmeg
For nose region, the best recognition rate is76s92% when hidden units are 34. For left eye regioe best
recognition rate is 92.31% when hidden units are284and 34. For right eye region, the best recagnrate
is 92.31% when hidden units are 30 and 44. For moegion, the best recognition rate is also 92.3d%n
hidden units are 10 and 36.

Table 4.4 Best classification results for mouth faare set

Hidden . Classification Rate RMS
Units Feature Selection (GA Chromosomes)  Training Testing Error
Rate [%] Rate [%]
10 01110100011110110001110010001 94.88 92.31 0.056066
14 011110000100100101110000100100 100 84162 0.04852
18 100011011111011010011000110111 100 84162 0.03591
111111100111110001111101000111 10( 84.62 0.029281
30 111111100111111100111111100011 10( 84.62 0.028075
111111100111111100110011101111 10( 84.62 0.02002
32 011011000000001001010010101111 100 84162 0.03841
36 01101001010101010111010001101 100 92.31 0.03661




Table 4.5 Feature selections for achieving the bestcognition rate

Facial Region Hidden Units Feature Selection
[1,1g, lg, 14,116,118, 120
14
) 1, 1g, 19, 114,118,120
Left eye region
24 [1,1s, lg, I, g, 112,113,115 116,110,120
34 [1,16,17,18, 19, 113, 116,117,118, 119, 120
) . 30 2, 13,1415 16179 1011,l1516 19,20
Right eye regio
44 2,314,517 71910141619
Nose region 34 N1, N2, Ny, Ng N1g N13 N1s N1 Nig, N1, N2o
10 My, Mg My, Mg My My1, Maz Mz Mhs Mye Mo Mg, Mp2,
. Mps5, Mpg Mo
Mouth region
36 My, Mz Mg Mg My, My2, Myg, Myg Myg Mig,
Myo, M2, Mpe, M7, Mg

When achieving the best recognition rate for eamtiaf region, the corresponding feature selectiod a
combinations are shown in Table 4.5. From Tableléfbeye region has four different feature conalbions
which contain the same featurelg lg |20 Right eye region has two different feature comboret which
contain the same featurgrs r4 I's 17, 0,16, 10 MoOUth region also has two different feature combores
which contain the same features, mg mye M Mg My My Mye NOSe region just has one feature
combination.

Table 4.6 Classification results for combined feate set

Training Testing
Hidden Units Classification Classification RMS Error
Rate [%] Rate [%]
8 100 100 0.030384
24 100 100 0.008929
38 100 100 0.009836
44 100 100 0.01825

All feature sets were combined together to feeBAANN again for experiments. The size of inputttea
vector increased to 90. The parameters of GA-ANNewset exactly same as the previous experiments.
Table 4.6 lists the best classification resultsead. The recognition rate is improved to 100%.eWlhe
recognition rate is 100%, these selected featuese wdded together to locate the most selectedrésat
The top 10 selected features are shown in TableMogt of these features are concentrated in ayiene
and there is no feature coming from nose region.

Table 4.7 Top 10 most selected features

Rank Features
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l20
l12,75
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l19
M7
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4.2 Advance Experiments

The preliminary experiments achieved very goodltesthis indicates the proposed technique is psorgi
Since the preliminary database is relatively snthi, proposed technique needs to be investigatedumtn
larger databases. Another two databases are setagmduct the experiments, referred to as Datdbasd
Database2. Same as the preliminary database, lzattb&sel and Database?2 are extracted from the FERET
database and consist of 50 classes in each datdbd3atabasel, there are 150 face images foritigiand

50 face images for testing. The Database? incladlesf the images from Databasel and increases the
training set. In Database2, there are totally 3 fimages for training and 50 face images fointgst
Section 4.2.1 presents the experimental resulta Databasel and Section 4.2.2 presents the résrtis
Database?2.

4.2.1 Databasel Results

There are four face images per class in Databdgete of them are randomly selected for training tre

left one for testing. Example images from Databasaild be found in Figure 4.2. Two different sets o
experiments were conducted on Databasel. In tee det of experiments, the average grey level value
features were investigated. In the second set péraxents, the PCA features were investigated.i@ect
4.2.1.1 describes the experiments using average lgrvel value features. The experiments using PCA
features are explained in Section 4.2.1.2.

4.2.1.1 Average Grey Level Value Features

For the experiments using average grey level Vigatires, two different sizes of small rectangalaas for
feature extraction were investigated. In the experits, the size of small rectangular area wagyfisst to 6
x 4 and then set to 10 x 4. Section 4.2.1.1.1 ptegbe results when the size of small rectangailea is 6
x 4,

— S — -
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atabasel. Top threews show training images and bottom row
shows testing images.

Figure 4.2 Example images from D

4.2.1.1 Small rectangular area size is 6 x 4

When the size of small rectangular area for featteaction is 6 x 4, the GA-ANN technique wastfirs
tested on each facial region feature set separddeising the experiments, the hidden units of ANBrev
increased from 8 to 64 (an increment of 4 hiddeitsteach time), and the selections that



generated the best recognition rate were reco®ednake the experiments consistent, the other peteam
of GA-ANN were set exactly same for every experitmérhe generation number was set to 40 and the
population number was set to 10. The crossoverwateset to 0.9 and the mutation rate was setolte
epoch for ANN was set to 10000. Table 4.8 to Tdhld list the best classification results achigfeedach

facial region feature set.

Table 4.8 Best classification results for left eykeature set

. . Classification Rate
Hlﬁ?tin F?r?rjc;?nigjenigg)n (GA TFQZLZT(E,] Testi;)/gg]Rat RMS Error
12 10001111111100011100 82 48 09@rs57
32 11011001100111011000 100 5p .0634163
40 111110001010011120110 100 48 .058¥30
44 111110000100111121212(¢( 100 54 0.055398
48 11111000010011101101 100 50 .058b02
56 1111111101101110111 100 54 0.04531
60 111110111011111011¢( 100 54 0.045535
64 11111000010011101101 100 5p .05a@77
Table 4.9 Best classification results for right eyéeature set
Hidden _ Classification Rate
Units Feature Selection (GA Chromosomes) Training Testing | RMS Error
Rate [%] | Rate[%]
16 11111001010011101101 100 56 .073269
24 11111000011100010101 98 56 0671813
28 1111100011000101000(¢( 98.67 62 0.067738
36 11111000010010010010 99.33 50 0.061682
44 11111000010011010101 100 56  .052r49
52 11011011010000010001 99.33 50 0.058238
60 11111000010000010001 99.33 58 0.062595
64 11111001010000010001 99.33 58 0.057562
Table 4.10 Best classification results for nose feae set
Hidden . Claggification Rat.e
Units Feature Selection (GA Chromosomes) Training TestingR | RMS Error
Rate [%)] ate[%]
20 10100011111011011101 82 34 083047
32 11111110100101010111 94.67 82 0.074111
36 11101010111000101110 91.33 B2 0.078527
44 10010110000100100101 87.33 34 0.087115
48 11010000000011001011 8467 30 0.084655
52 11111111011011101101 98.67 38 0.06674
60 10010110001000101101 88 34 081849
64 10111000010011101101 97.33 32 0.075388




Table 4.11 Best classification results for mouth fgure set

Hidden . Classification Rate
Units Feature Selection (GA Chromosomes)| Training | Testing | RMS Error
Rate [%] | Rate [%]
32 101101110100011010100100100110 100 62  0.055177
36 111212111110111001011000110010 100 70 | 0.047729
40 111111001110011010000100100010 100 66  0.048634
44 001110110101100101100100101010 1¢0 52 0.0477105
48 001110110100011010100100011010 100 66  0.048332
52 111111110100011010100100100101 1Q0 66 0.042634
111111110010011010100100111010 100 66 0.04244
56 110001001101101110011000110010 100 58  0.0425358
001101001111101010101001010110 100 62 0.04191
001101001111101001010101010110 100 62 0.041762
00 001101010011101001010101010110 100 62  0.043019
001010101111101001010101010110 100 62 0.0413
64 101001110000010101101000111101 100 54  0.042305

In the above tables, the shadowed cells indicagehighest testing classification rate. The higlesting
classification rate for left eye feature set is 5@%gden units 44, 56, 60), for right eye featueeis 62%
(hidden units 28), for nose feature set is 38%démunits 52) and for mouth feature set is 70%dgrd
units 36). From Table 4.8 to Table 4.11, the maetion alone achieved the best classification vétie

the nose region achieved the worst classificatata. r

Table 4.12 Best classification results for combinefitature set in original order

Hidden _ Classification Rate
Units Feature Selection (GA Chromosomes) | Training | Testing | RMS Error
Rate [%)] | Rate [%]
11010000010010000011110011101101j11
0001011011100100001011011010000111101 100 80 | 0.03366
36 1111101101101110111
11010000010010000011110011101101j11
0001011011100101110100100101111000010 100 80 | 0.03500
0000010010010001111
00101111101001111100001111001111
40 | 00100001010001100111110011011010011 100 86 | 0.02964
1100111111111101101
1000101100001101001111001110110111
48 | 0001011011100101110100100101111000010 100 82 | 0.02819
0000010010010001000
10101111110110111011110011101101
56 | 11101001000110100010100101011111001] 100 86 | 0.01939
0111110111111101010
00111100001100011101101001101111211
60 | 1100001101000101100011001001011010100 100 84 | 0.02054
0001001010011011111




The extracted average grey level value featurem fach facial region were combined together to fren
input feature vector for GA-ANN. The size of infieature vector increased to 90. The other parasefer
GA-ANN were set exactly same as experiments us@parste facial feature set. The feature combination
sequence was left eye, right eye, nose and mouth.

Table 4.13 Best classification results for combinefiature set in reverse order
. Classification Rate
Ulr?i?sen Feature Selection (GA Chromosomes) | Training | Testing FEQL\:lOSr
Rate[%0] Rate[%]
10100101111111110100011011001110101
28 | 10101001000001001101100001000011110111 100 80 | 0.038631
00111111111101101
00111011010001101010010000101101100
40 | 01111101000000001001000100001101101000 100 80 | 0.033954
00101110000011100
00011010110001101010010010010101011
52 | 00011110000010110001100100110110001001 100 84 | 0.023553
01101111000001101
10011101011010010101011100001010011
56 10100111010011110110100100001101111020 100 82 0.021568
00001000000010101
00111101011010101010100011110101100
60 01011100101100110110111011110010010111 100 80 0.017561
11011110111100001
110111010110101000111100111011011
00110011010011110111011011001101101 100 86 0.016062
00100110000011110
110111010110101010111100111011011
00110011010011110110111011001101101 100 86 0.015144
00100110000011110
01100010100101010101011100001010011
10100100101100001001000100001101101000 100 82 | 0.01995
00100001111100001
10011101011010101010100011110101100
01011011010011110110111011110010010111 100 82 0.015121
11011110000011110

64

68

Table 4.12 lists the results of combined featutetlsat achieved above 80% testing classificatide
Databasel. From the table, the best testing dlzatsiin rate is 86% (hidden units 40, 56), and kst
training classification rate is 100%. The shadowetls indicate the best testing classification rdtee
combined feature set outperformed the separaterréeatet from each facial region and improved the
classification rate significantly.

To investigate the effects of feature combinatiequence on the recognition rate, the feature ccamibim
sequence was reversed to mouth, nose, left eyaightleye to form a new input vector. Then the same
experiments under same parameters were conductdde B.13 lists the best classification results of
combined feature set in reverse order. The besgretion rate is still 86% (hidden units 64).

When the recognition rate is 86% (hidden units58), for combined feature set in original order, tbgl
selection times of each feature were calculatedmByping the total selection times of each featarits
corresponding extraction area, Figure 4.3 is geaérdn Figure 4.3, the shaded areas are the #naeas
contain the top selected features. These areapasiered to be the significant



areas. There are totally 36 areas. Among theses affeere are 9 areas from left eye region, 7 direas

right eye region, 5 areas from nose region andréassfrom mouth region.

The results in Table 4.13 show that the best rdtiognrate is still 86% when the feature combinatio
sequence is reversed. When the recognition ra86%6 (hidden units 64), the total selection timegath
feature were calculated. Similarly, by mapping tbial selection times of each feature to its cqoesling
extraction area, Figure 4.4 is generated. In Figude the shaded areas are the areas that cohmitop
selected features. There are total 49 areas. Antloese areas, there are 7 areas from left eye regbn
areas from right eye region, 11 areas from nosemeand 19 areas from mouth region.

—x 1 m 2 m 2
2 2 2 2 1
Left Eye 1 1 1 1 2
2 2 1 1 1
¥ 1 1 1 1 2
Right 2 1 0 2 2
Eye 1 2 1 2 1
1 2 0 1 0
—X i 2 0 1 0
Moss 1 1 1 2 0
0 1 2 1 2
1 0 1 1 2
S
0 Z Z 1 2 1 0 1 Z 1
1 1 2 1 1 2 2 1 2 2
2 3 3 3 2 0 2 1 1 1
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Figure 4.3 Significant areas in facial regions (oginal order combination)
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Figure 4.4 Significant areas in facial regions (rearse order combination)



4.2.1.2 PCA Features

PCA features are extracted separately from eadal feagion and then combined together to form tiput
feature vector for GA-ANN. After feature extractiae sequence of feature combination is left egit

eye, nose and mouth.

Because we do not know how many eigenvectors shmilslitable for encoding the face images, differen

number of eigenvectors was evaluated in the exmgrisn The experiments using 10 eigenvectors, 14
eigenvectors, 18 eigenvectors and 22 eigenvectere wonducted. The parameters of GA-ANN were set
exactly same for every experiment. The generationber was set to 40 and the population number etas s

to 10. The crossover rate was set to 0.9 and thation rate was set to 0.2. The epoch for ANN ved®

10000. The hidden units were increased from 8 tta68ncrement of 4 hidden units each time).

Table 4.14 Best classification results for 10 eigeectors

Hidden Classification Rate
Units Feature Selection (GA Chromosomes) Training Testing | RMS Error
Rate [%] Rate [%0]
0000001011100100110000101101111010 100 60 | 0080433
12 111001
1111110101001010001111001110001100 98.67 60 0.076291
110011
36 000000101110101%%0111011001101001011 00 100 64 | 0.043994
1000011001111111000001000001011000 100 62 | 0.035194
50 110010
1000011001111111111001000001011000 100 62 | 0033143
110010
56 00000010111(10110%011101100110100101] 100 66 | 0033341

Tables 4.16-4.18 present the best classificatiault® for different number of eigenvectors. Fronmbl€a
4.16, the best testing classification rate for i@emvectors is 66% when hidden units are 56. The

corresponding best training classification rat&08%.

Table 4.15 Best classification results for 14 eigeectors

Hidden . Classification Rate
Units Feature Selection (GA Chromosomes)| Training | Testing | RMS Error
Rate [%] | Rate [%)]
00001100101100110100101100110011100 100 68 | 0.059964
2 | iT1511110110011010010L100TT00T150 10 | o | o omeres
001100111111100011011 )
I O I
s | COPHOOIOTIOOUOIHOGTIOTI 1y |75 | ooma
o | COTIOIOMOOLIONOIISIIIONT 100 | 78 | oozerus
oo | COOOTLSOLOLIOOLIOIOIOHIONNONT 100 | 75 | ocureor




Table 4.17 shows that the best testing classifinatate for 14 eigenvectors is 78% when hiddensiari¢ 60
and 64. The corresponding best training classifinatate is 100%.

Table 4.16 Best classification results for 18 eigeectors

Classification Rate
Feature Selection (GA Chromosomes)| Training | Testing | RMS Error

Rate [%] | Rate [%]

11011110101100101010101111110010000
16 1010001000110101000110110100000000000 100 70 | 0.064818

11111001101111101010100100111101111
32 | £101110110110101000110010011101010100 +9° 72| 0.040375

00001000111010101010111010111010000
40 0110100000101100000111100111011011100 100 74 | 0.036662

11101100011010101010100101001010011
48 | 0110100000101100000111100111011011100 0 68 | 0.030918

10010111100000111101011010111010400
56 | ©110100000101100000111100111011011100 90 74| 0.026269

10101011101010101001001010111110(
60 01101000001100110111001111111111011 100 80 | 0.024114

00010011100101010101011010111010000
64 0110100000101100000110110011010100Q01 100 74 | oozrrr

Hidden
Units

Table 4.18 shows that the best testing classifinatate for 18 eigenvectors is 80% when hiddensusie
60. The corresponding best training classificatate is 100%.

4.2.2 Database 2 Results

In Database2, each class has 4 to 12 images faintgaand one for testing. Because combined feaate
(using average grey level value features) achienadh better results on Databasel, so only the cardbi
feature set (using average grey level value feajumeperiments were conducted on Database2. To thake
experiments faster, the best feature selection fl@previous experiments on Databasel was usedtigtir

to train and test the ANN. The epoch was increasetb000 because there are more face images in the
database. More hidden units were also used in{berinents.

Table 4.17 Best classification results (database @i hidden units 40 feature selection (databasel)

Hidden Units Classif-ircrstlinc;r? gRate Classiflz\:’itcl;lgRate
30 100% 88%
42 100% 94%
48 100% 88%
52 100% 90%
54 100% 92%
60 100% 90%
66 100% 88%
74 100% 94%
76 100% 90%
82 100% 88%

86 100% 94%




When the size of small rectangular area was 6 thethidden units 40 and 56 feature selections aetie
the best recognition rate on Databasel. Thesedatare selections were directly used in the expartmon
Database2. The results based on the hidden unifsadiire selection are listed in Table 4.19. Thslts
based on the hidden units 56 feature selectiorpeggented in Table 4.20. From both tables, thedsigh
recognition rate is improved to 94%.

Table 4.18 Best Classification results (database@) hidden units 56 feature selection (databasel)

Hidden Units Classh-‘li—ézlt?clggRate Classiflszér:lgRate
26 100% 88%
38 100% 92%
44 100% 92%
54 100% 90%
58 100% 94%
68 100% 90%
72 100% 92%
78 100% 88%
80 100% 88%
88 100% 90%

When the size of small rectangular area was 10tkethidden units 44 feature selection achievedtst
recognition rate on Databasel. Table 4.21 showddbeclassification results using hidden unitdedture
selection on Database2. From Table 4.21, the higkesgnition rate is also improved to 94%.

Table 4.19 Best classification results of hidden ifs 44 feature selection

Hidden Units Classh-‘irézlt?clggRate Classiflzfrér;lgRate
28 99.20% 90%
30 99.73% 88%
34 100% 88%
36 99.47% 90%
38 100% 94%
42 100% 90%
50 99.73% 90%
52 100% 92%
54 100% 94%
56 100% 94%
62 100% 90%
64 100% 92%

66 100% 92%




5. Comparative Analysis

The results obtained in this research are comparéiie results of the other methods mentioned recant
study [6]. The authors [6] also extracted a dathset the FERET database as their experimentabdata
which has 927 images corresponding to 119 persbhiee different methods are experimented on this
dataset. These methods include kernel associagéveany (KAM) method which is proposed in their study
PCA-neareast-neighbor method and a simple NN-bsegdlate matching method termed ARENA. In this
study, we compared with the highest classificatii® achieved in their [6] study. They conducted sets

of experiments similar as in our research: the firee used 3 images per class for training andécend
one used 4 images per class for training.

Figure 5.1 shows the comparison of the best retiogniates between our DB1 (databasel) experimental
results and their first set results. Figure 5.2nghthe comparison of the best recognition ratesdss our
DB2 (database2) experimental results and theirngbaet results. Both figures show that our approach
achieves a better recognition rate.

Table 5.1. Separtate facial region feature sefteesn DB1

Hidden Units Training Rate [%)] Testing Rate [%]
44 100 54
. 56 100 54
Left Eye Region 60 100 52
64 100 52
20 97.33 60
. . 28 98.67 62
Right Eye Region 36 99,33 60
52 99.33 60
20 82 34
Nose Region 44 87.33 34
52 98.67 38
56 96.67 36
36 100 70
. 40 100 66
Mouth Region 23 100 66
56 100 68

Table 5.2. Combined feature set results on DBiafiese 1)

Hidden Units Training Rate [%)] Testing Rate [%]
40 100 86
44 100 82
48 100 82
56 100 86
60 100 84
64 100 84
68 100 82
Table 5.3. Combined feature set results on DBRafiiese 2)
Hidden Units Training Rate [%)] Testing Rate [%]
26 99.73 88
30 100 88
38 100 88
42 100 94
50 100 90




= Training Rate
m Testing Rate

Left Eye Right Eye Nose Mouth Combined
Feature Set

Figure 5.1. Classification rate comparison betweedifferent feature sets
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Figure 5.2. Comparison with other approaches. (3 iages per class for training set)
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Figure 5.3. Comparison with other approaches. (4 omore images per class for training set)



6. Conclusions

We have presented a feature selection and fusatmigue for face recognition in this paper. The BA
feature selection and ANN for feature classificatiare incorporated in the proposed technique. The
technique performs fusion and selection of facltdires for face recognition. The significant areagle
each facial region are located through the feagakection.

The FERET benchmark database is adopted to evanateompare the proposed technique with existing
techniques. Three different databases were usdtierexperimental investigation and all of them were
extracted from the FERET benchmark database. Ds¢abds the largest database, containing 50 classes
and 426 face images. The experiments are condant@uster machine at Central Queensland University

The preliminary experiments were conducted simplytte-test the proposed technique. The experiments
investigated the separate facial region featuresdtthe combined feature set using the averagelgvrel
value features. The preliminary results were promisLeft eye feature set, right eye feature set mouth
feature set all achieved the highest recognitice 82.31%. Nose feature set just achieved the bighe
recognition rate 76.92% and was the worst performibe combined feature set outperformed the separat
facial region feature set by improving the recoignitrate to 100%. On Databasel, many experiments we
conducted to perform further investigation. Thdal#nt size of feature extraction area, the diffefeature
extraction technique and the different sequencéefatiure combination were considered in the expemial
investigation. When average grey level value feetwrere used and size of small rectangular aresbwas

4, left eye feature set achieved 54% recognitide, raght eye feature set achieved 62% recognitaie,
nose feature set achieved 38% recognition ratenemah feature set achieved 70% recognition rateuthlo
feature set was the best performer and nose featirevas the worst performer. Combined feature set
outperformed the separate facial region featurebgedchieving 86% recognition rate. The combination
sequence did not affect the recognition rate fonlioed feature set. For significant areas, the moegion
contributed the most and the nose region contribtie least. When size of small rectangular area wa
increased to 10 x 4, left eye feature set achi®48 recognition rate, right eye feature set achicd@%
recognition rate, nose feature set achieved 36%greton rate and mouth feature set achieved 64%utm
feature set was still the best performer and neseife set was still the worst performer. Combifeadure

set improved the recognition rate to 86% when coeghdo the separate facial region feature set. The
combination sequence slightly affected the recagmitate. The original order combination achievéds8
recognition rate while the reverse order combimatichieved slightly higher recognition rate 86%r Fo
significant areas, the mouth region still contrgzithe most and the nose region contributed ttet. |@¢he
above results indicate the mouth region is the rimopbrtant facial region. Combination of facial tiaes
from each facial region is much more useful in ioyimg recognition rate compared to just one facgion
feature set. Different number of eigenvectors wsedufor PCA features experiments. The 18 eigenkgcto
achieved the highest recognition rate 80%. Theameemgrey level value features (combined feature set
outperformed the PCA features by 6%.

The experiments on Database 2 were conducted bygilsg combined feature set of average grey level
value features. The recognition rate was improwed®4%. The experimental results of the proposed
approach were also compared with the results ofther three approaches based on FERET database: PC
ARENA and kAM. Figure 5.2 was based on Databasesllts and the proposed approach improved the
recognition rate by 1.3% compared to kAM method/3ompared to PCA method and 41% compared to
ARENA method. Figure 5.3 was based on Databasadtseand the proposed technique improved the
recognition rate by 2.4% compared to kAM method248 compared to PCA method and 48.3% compared
to ARENA method. The proposed technique achieverl highest recognition rate among the existing
techniques based on FERET database.
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