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ABSTRACT 
Around the world heart disease is the number one killer of 
humans. The most common cause of heart disease is 
narrowing or blockage of the coronary arteries, the blood 
vessels that supply blood to the heart itself. Heart 
problems occur as a result of genetic heredity or daily life 
style factors. This research involves an investigation of 
association rules predicting healthy and sick heart status 
using heart disease data. This research is significant in 
that useful rules are identified that enable the prediction 
of healthy/unhealthy heart status from real life factors. 
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1. Introduction 
 
Heart disease makes many individuals around the world 
vulnerable to experiencing early death. Heart disease is 
constituted by disorders that significantly decrease the 
heart's capacity to function normally. The heart is the life 
of the body, pumping blood and its life-giving oxygen and 
nutrients to all parts of the body. If the systematic 
pumping action of the heart becomes inefficient, the 
functioning of essential organs like the brain and kidneys 
can suffer. In addition, if the heart stops working 
altogether, death occurs within minutes. So, life itself is 
absolutely reliant on the efficient operation of the heart 
(1). 
 Different forms of heart disease include: Alcoholic 
Cardiomyopathy, Aortic Regurgitation, Aortic Stenosis, 
Arrhythmias, Cardiogenic Shock, Congenital Heart 
Disease, Coronary Artery Disease (CAD) Dilated 
Cardiomyopathy, Endocarditis, Heart Attack (myocardial 
infarction), Heart Failure, Heart Tumor, Hypertrophic 
Cardiomyopathy, Idiopathic Cardiomyopathy, Ischemic 
Cardiomyopathy, Acute Mitral regurgitation, Chronic 
Mitral Regurgitation, Mitral Stenosis, Mitral Valve 
Prolapse, Peripartum Cardiomyopathy, Pulmonary 
Stenosis, Stable Angina and Unstable Angina, and 
Tricuspid Regurgitation (2). Early detection of heart 
diseases is an extremely important area of medical 
research (3). A recent statistical study reported that out of 

more than 71 million American adults, 27,400,000 over 
the age of 65 years are suffering one or more types of 
cardiovascular disease (CVD) (4). Timely treatment of 
heart disease can be lifesaving; however, correct 
diagnoses must first be made (5). Unfortunately, accurate 
diagnosis of heart diseases has certainly not been a simple 
process. In fact, a range of factors can make it difficult to 
diagnose types of heart diseases, frequently resulting in a 
delay in making a correct diagnostic decision. To reduce 
the time required to make a diagnosis and to improve the 
diagnostic accuracy, it has become an increasing 
challenge to develop dependable and powerful medical 
diagnostic systems that will support the complex 
diagnostic decision-making process (5).  
 
 
2. Related Work  
 
Gamboa et al (6) suggested the application of Fuzzy 
Support Vector Clustering to the identification of heart 
diseases and their severity, so that warning signs can be 
provided regarding patients’ health status. The algorithm 
employs a kernel induced metric to allot each piece of 
data to a cluster and the SVM density assessment 
algorithm to parameterize clusters (to identify 
membership degrees matrix). Palaniappan & Awang (7) 
developed a prototype Intelligent Heart Disease 
Prediction System (IHDPS) using data mining techniques, 
namely, Decision Trees, Naïve Bayes and Neural 
Network. The experimental results demonstrated that each 
technique has its inimitable strength in realizing the 
objectives of the defined mining goals. El-Hanjouri et al 
(8) suggested the use of an improved diagnostic system 
which uses heart sounds to identify different heart 
diseases. In their experiment wavelet decomposition and 
me1cepstrum were used for feature extraction. They used 
Hidden Markov Models (HMM) to classify different 
types of heart disease. Ordonez (9) established an 
algorithm that uses search constraints to lessen the 
number of rules, searches for association rules on a 
training set, and at last authenticates them on an 
independent test set.  In this way, important rules with 
high confidence, high lift, or both, that remain applicable 
on the test set on several runs, are established. These 
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experimental rules symbolize important medical 
knowledge.  
 Obayya & Abou-Chadi (10) utilised a multi-layer 
feed forward neural network to distinguish between 
ordinary subjects and patients with such diseases as 
congestive heart failure (CHF) and myocardial infarction. 
In their experiment three different techniques were used 
to choose the inputs used to predict classification 
categories. The experimental result showed the average 
classification rate achieved to be 96.36% using non-linear 
techniques. To develop the classification rate, data fusion 
at feature extraction level was adopted. It has been 
established that the average classification rate has been 
improved to reach 98.18%. Their research recommends 
strongly the data fusion approach for classifying heart 
diseases through the use of the heart rate variability 
signals. Avci (11) studied an intelligent system based on 
genetic-support vector machines (GSVM), an approach 
which is offered for classification of the Doppler signals 
of disease of the heart valve. In their research the 
intelligent system dealt with a combination of the feature 
extraction and classification from calculated Doppler 
signal waveforms at the heart valve using the Doppler 
ultrasound. The GSVM chooses the most appropriate 
wavelet filter type for the problem, the wavelet entropy 
parameter, the optimal kernel function type, the kernel 
function parameter, and the soft margin constant C 
penalty parameter of support vector machines (SVM) 
classifier. The investigation results showed that this 
GSVM system is effective in detecting Doppler heart 
sounds whereas the averaged rate of a correct 
classification is 95%.  
 Maglogiannis et al (12) recommends the use of an 
automated detection system for the identification of heart 
valve diseases based on the Support Vector Machines 
(SVM) classification of heart sounds. In the beginning the 
heart sounds were fruitfully categorized using an SVM 
classifier as normal or disease-related and then the 
parallel murmurs in the unhealthy cases were classified as 
systolic or diastolic. Zheng et al (5) proposed the use of 
committee machines (CM) based on ensembles of 
multilayer perceptron (MLP) to distinguish the detection 
of five major heart diseases. In this research particularly, 
two ensemble systems - random subspace and bagging 
were considered. Ordonez et al (13) focused on mapping 
medical data to a transaction format appropriate for 
mining association rules and classifying useful 
constraints. In their research they introduced an improved 
algorithm to discover constrained association rules. Kim 
et al (14) proposed to combine observation and the 
investigative skills of oriental medicine used in 
prevention, to create a system that diagnoses and 
categorizes cardiovascular diseases using IT technology. 
Youn et al (15) proposed the use of a system reflecting 
development in diagnosis and system performance. The 
experimental results suggested that the proposed physio-
grid system offers logical medical services guaranteeing 
high system performance in data management and high 
competence in diagnosis.  

 Shi et al (16) investigated the classification of five 
different shapes of ST (Stress Test) segment using fuzzy 
adaptive resonance theory mapping (ARTMAP) of neural 
networks. The planned method was established using by 
the data from the standard MIT/BIH ECG database. 
Results showed that the fuzzy ARTMAP might be used to 
differentiate the shapes of ST segment successfully. 
Soman et al (17) analysed Ischemic –heart disease (IHD) 
data from 65 patients to aid decision making at diagnosis. 
They found that decision trees provide potent structural 
information about the data, serving as a powerful data 
mining tool. On the other hand support Vector machines 
provide excellent classification with high accuracy 
prediction.  
 
 
3. Data collection 
 
This is Dr. Detrano's database modified to a real (18) 
MIXED dataset. In that data set the original attributes is : 
age; sex (1,0); cp (1-4); trestbps; chol; fbs (1,0); restecg 
(0,1,2); thalach; exang (1,0); oldpeak; slope (1,2,3); ca; 
thal (3,6,7); class att: 0 is healthy, 1,2,3,4 is sick. 
 Dr. Detrano's (18) modified the original data to a real 
mixed dataset from Cleveland, Hungary, Switzerland, and 
the VA Long Beach. As a result, the 14 factors identified 
as most useful were coded in the following way in the 
current study. 
 
1. Age: age in years 
2. Sex: (1 = male; 0 = female) 
3. Chest pain type (CP), Value 1: typical angina; Value 

2: atypical angina; Value 3: non-anginal pain, Value 
4: asymptomatic 

4. Resting blood pressure (trestbps)  (in mm Hg on 
admission to the hospital) 

5. Serum cholestoral (chol) in mg/dl 
6. Fasting blood sugar (fbs) > 120 mg/dl) (1 = true; 0 = 

false) 
7. Resting electrocardiographic (restecg) results 
8. Maximum heart rate achieved (thalach) 
9. Exercise induced angina (exang) (1 = yes; 0 = no) 
10. Stress Test (oldpeak) depression induced by exercise 

relative to rest 
11. The slope of the peak exercise ST segment (slope), 

Value 1: upsloping; Value 2: flat; Value 3: 
downsloping 

12. Number of major vessels (0-3) colored by flourosopy 
(ca) 

13. Thal: 3 = normal; 6 = fixed defect; 7 = reversable 
defect  

14. The predicted attribute (num): diagnosis of heart 
disease (angiographic disease status)  

-- Value 0: < 50% diameter narrowing; -- Value 1: > 50% 
diameter narrowing. 
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4. Association Rule Mining 
 
Association rule mining (ARM) is being applied to search 
for interesting relationships between healthy and sick 
hearts from data in the heart disease database. In this 
section the standard definition of association rules (19, 20, 
21, 22, and 23) is introduced.  
 The basic formulation of ARM can be summarized as 
follows (19).  
 
• I = {i1,i2,...,in} – set of causes of heart disease; 
Healthy heart 
• D = set of test outcome T; T⊆ I; 
• X = set of causes from I, T contains X. 
• An association rule is a pair X⇒Y, where X  I, Y 

 I, X∩Y= 
⊆

⊆ φ . 
 
 The strength of rules is assessed using support and 
confidence levels. 
 
• The support of rule X⇒Y is defined as the 
percentage of transactions containing both X and Y in D. 
• The confidence of X⇒Y is defined as the percentage 
of transactions containing X that also contain Y in D. 
 
 The sets of items X and Y are called antecedent (left-
hand-side or LHS) and consequent (right-hand-side or 
RHS) to the rule, respectively. The association rule 
generations are used to satisfy a user-specified minimum 
support and user-specified minimum confidence.  
 The task for association rule mining can be divided 
into two fields: 
 
• Find all combinations of the attribute for a specific 

heart disease whose supports are greater than a user-
specified minimum support level (threshold).  

• Use the attribute of heart disease from frequent heart 
disease data set to generate the desired rules. 
Generally the confidence of each rule is computed, 
and if it is above the confidence threshold, then the 
rule in the system is retrieved. 

 
 Amongst the long list of association learning 
algorithms Apriori (19), Predictive Apriori (24), Tertius 
(25) are the most popular algorithms in the machine 
learning community. The Apriori algorithm is a state of 
the art algorithm; with most of the association rule 
algorithms constituting variations of this algorithm (19). 
The apriori, predictive apriori, and tertius algorithms were 
utilized in our experiment. More details can be found in 
Witten and Frank (26).   
 
 
5. Experimental Results  
 
We considered three association rule mining algorithms: 
Apriori, Predictive Apriori and Tertius for our 

experiment. The apriori algorithm was found to be the 
optimal algorithm for the extraction of useful rules in the 
heart disease data set. Rules were selected based on 
confidence levels, with all the reported rules obtaining 
confidence levels above 90%. On the basis of 
experimental results the generated rules for identification 
of healthy and sick heart are described in the section 
below. 
 
5.1 Healthy Rules 
 
Healthy rule: If {female ∩ exercise_induced_angina 
(false) ∩ number_of_vessels_colored (0)} ⇒ then the 
people might be healthy, not suffering for heart disease. 
Conf: (0.98). 
Healthy rule:  If {female ∩ exercise_induced_angina 
(false) ∩ number_of_vessels_colored (0) ∩ thal 
(normal)}⇒  then the people might be healthy, not 
suffering for heart disease. Conf -0.98 
Healthy rule:  If {female ∩ fasting_blood_sugar (false) 
∩ exercise_induced_angina (false) ∩ 
number_of_vessels_colored (0)}⇒  then the people might 
be healthy, not suffering for heart disease. Conf: (0.98). 
Healthy rule: If {female ∩ fasting_blood_sugar (false) ∩ 
exercise_induced_angina (false) ∩ thal (normal)} ⇒ then 
the people might be healthy, not suffering for heart 
disease. Conf :( 0.95). 
Healthy rule: If {female ∩ number_of_vessels_colored 
(0) ∩ thal (normal) ∩ Fasting blood sugar (false) } ⇒  
then the people might be healthy, not suffering for heart 
disease. Conf :( 0.95). 
Healthy rule: If {female ∩ number_of_vessels_colored 
(0) ∩ fasting_blood_sugar (false)} ⇒  then the people 
might be healthy, not suffering for heart disease. Conf :( 
0.95). 
Healthy rule:  If {slope (up) ∩ 
number_of_vessels_colored (0) ∩ thal (normal)}⇒ then 
the people might be healthy, not suffering for heart 
disease. Conf :( 0.94). 
 
5.2 Sick Rules 
 
Sick rule: If {chest_pain_type(asymptomatic ) ∩ slope 
(flat) ∩ thal (reversible)} ⇒  then the people might be 
sick and suffering for heart disease. Conf :( 0.96). 
Sick rule: If {chest_pain_type (asymptomatic) ∩ 
exercise_induced_angina (TRUE) ∩ thal (reversible)} ⇒  
then the people might be sick and suffering for heart 
disease. Conf :( 0.94). 
Sick rule: If  {fasting_blood_sugar (false) ∩ 
exercise_induced_angina (TRUE) ∩ chest_pain_type  
(asymptomatic)} ⇒ then the people is sick and suffering 
for heart disease. Conf :( 0.94). 
Sick rule: If {exercise_induced_angina (TRUE) ∩ thal 
(reversible) ∩ chest_pain_type (asymptomatic)} ⇒  then 
the people might be sick and suffering for heart disease. 
Conf :( 0.92). 
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Sick rule: If {male ∩ fasting_blood_sugar (false) ∩ 
exercise_induced_angina (TRUE) ∩ chest_pain_type 
(asymptomatic)} ⇒  then the people might be sick and 
suffering for heart disease. Conf :( 0.92). 
Sick rule: If {exercise_induced_angina (TRUE) ∩ 
chest_pain_type (asympt)} ⇒ then the people might be 
sick and suffering for heart disease. Conf :( 0.92). 
 
 
6. Conclusion 
 
In this experiment we used the three association rule 
mining algorithms of apriori, predictive apriori and 
tertius. Finally, on the basis of experimental results we 
suggested that the Apriori algorithm is the best suited 
algorithm for this type of task. The experimental results 
show that all the generated rules hold the highest (above 
90 %) confidence level. Therefore, we observed the 
generated rules to be very useful in identification of heart 
disease and the maintenance of healthy hearts. In future, 
we have planned to consider rules based on supervised 
learning algorithms to extract significant factors for 
different heart diseases. 
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