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Abstract— We consider scheduling schemes which exploit the
ra ndom v a ria b ility in wireless cha nnels to ma ximiz e wireless
throughput. We surv ey ten of such opportunistic scheduling
policies, na mely , P F S , O C A S D , T A O S - 1 , I - O C A S D , C A S T I , E X P ,
M - L WD F , F I F O , R R a nd M a xC /I a nd compa re them in terms of
sy stem throughput, f a irness (user isola tion) a nd the distrib utions
of user sta rv a tion periods (pa ck et dela y s) in a time-slotted
wireless network lik e C D M A /H D R using a da ptiv e modula tion
a nd coding (A M C ) . T he results a ids in determining the suita b ility
of a ny of the ten policies in a wireless network depending on
which metric is considered critica l.

K e y w o rd s–Channel-aw are scheduling, channel state depen-

dent scheduling, cross-lay er M A C design, multi-user div ersity

scheduling, radio resource management, w ireless M A C.

I . I N T R OD U CT I ON

T he proper functioning of ev ery multi-access facility , such

as w ireless netw ork s, req uires a medium access coordination

(M A C) scheme. M A C schemes for w ireless netw ork s can

b e b roadly grouped into link /rate adaptation (L R A ) b ased

(tr a d itio n a l M A C ) and m o d e r n opportunistic M A C (OM A C).

M A C for all 2 G w ireless sy stems, such as G SM , IS-1 3 6 and

IS-9 5 , are b ased on L R A . W e focus on OM A C in this article.

OM A C is the modern v iew of communicating ov er spatio-

temporally v ary ing w ireless link w hereb y the multi-user div er-

sity is ex ploited rather than comb ated to max imiz e b a n d w id th

e ffi c ie n c y or sy stem throughput. In this scenario the scheduler

suspends transmitting data to a user at a poor link state (and

hence low transmission rate) until its link hits near its peak

or improv es. H ence, in its traditional form, an OM A C seek s

to pick among competing users the one w ho is currently

ex periencing the relativ ely b est channel conditions in each

scheduling instant. T he chance that the OM A C fi nds a user

w hose link is close to its peak increases w ith the v ariab ility

(randomness) of users’ link s and hence the numb er of users

sharing the medium. OM A C research so far has focused

on conv entional cellular netw ork architecture in w hich the

netw ork cov erage area is div ided into cells, each of w hich

is serv ed b y a (centraliz ed) controller. T he controller (sy stem)

can b e a single-carrier or multi-carrier. U sually , the sy stem

uses a single-slot T D M /T D M A transmission per R F carrier.

T hat is, transmission time is slotted, and in each time slot only

one out of the users competing for serv ice in a cell (sector)

is selected for scheduling per R F carrier. F or a pack et b ased

sy stem, usually only one pack et (or part thereof) is transmitted

in each scheduling epoch. Such a single-slot T D M /T D M A

transmission can b e used for b oth slotted-CD M A and pure

T D M A netw ork s. M ob iles measure the q ualities on their

forw ard link s and feed b ack to the controller on a period b asis.

H ence, the time slot duration should b e much less than the

channel coherence time (w hich is inv ersely proportional to the

D oppler freq uency shift) for the feedb ack channel gains to b e

useful. T hus, on a fast fading channel w here OM A C achiev es

its max imum multi-user div ersity gains, the channel q uality

feedb ack should b e v ery freq uent. T his can penaliz e sy stem’s

signaling load. T he OM A C decides w hich user to schedule

in each time slot using an algorithm relating the current link

q uality of the selected user, among other things.

OM A C is anticipated to reduce transceiv er complex ity and

hence reduce pow er dissipation and costs. A s traffi c is sched-

uled to/from a user only w hen its link hits near its peak , time

to transmit the same amount of data can b e reduced. T his

allow s a dev ice to remain longer in energy -conserv ing mode

and prolong its energy lifetime. T his is critical for dev ices

w hose energy supply cannot b e easily replenished. T he only

major w eak ness identifi ed so far in OM A C is the potential

traffi c delay v iolations resulting from delay ing transmission

until a user’s link hits near its peak . T his delay , referred to

here as s ta r v a tio n p e r io d (SV P), is ex amined in this article.

A s show n in F ig. 1 , OM A C req uires a cross-lay er protocol

design approach, w here the estimated instantaneous channel

q uality indicator (CQ I ) is fed to the M A C lay er from the

phy sical lay er, traffi c Q oS related information (T Q I ) is fed to

M A C b y higher lay ers such as netw ork or application lay er,

and the data link lay er performs its error management through

M A C. T he CQ I feedb ack can b e the estimated instantaneous

carrier-to-interference ratios (CIR m(t)) , supportab le data rates

(Rm(t)) , receiv ed signal strength indications (R SSI) , or b it

error rates (B E R m(t)) of users’ link s. T he T Q I feedb ack

can b e traffi c timing constraints or user/q ueue serv ice history

such as cumulated transported amount of traffi c. D ue to its

cross-lay er design nature, OM A C req uires a w ider spectrum

of ex pertise on its designers. T he cross-lay er nature also

emb eds OM A C w ith the potential to rev olutioniz e the design

of w ireless data netw ork s from phy sical to netw ork ing lay ers.
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Fig. 1. Cross-layer view of opportunistic scheduling for wireless networks
[CQI= channel quality indicator, TQI= traffic QoS related information].

All the OMAC schemes surveyed in this article can equally

be used in commercial wireless system such as CDMA/HDR,

although PFS is the default scheduler.

The rest of the article follows the pattern: we formulate the

problem at hand in Section I-A and the article’s contribution

in Section I-B. The opportunistic scheduling schemes under

study are surveyed in Section II. Simulations, numerical results

and simulation assumptions are presented in Section III. The

article concludes in Section IV.

A. Problem Statement

We have multiple mobile users, say M , competing for a

shared wireless resource at a cell (or a sector of a cell) of a

cellular communications network at a given time, t. Each of

the users can be backlogged with traffic of two types simulta-

neously: real-time (RT) or non-real-time (NRT). RT packets

have delay deadlines after which they become useless and

thus declared lost. Hence, each traffic type requires different

service level (QoS) from the network. Also, different mobile

users are usually located at different spatial positions in the

cell– some are closer to the serving base station, while others

may be located at the cell boundary. At a given operating radio

frequency, the channel variations across multiple mobile users

also depend on other factors such as user mobility pattern

and environmental clutter. Hence, different users experience

different channel qualities in a given moment. This is referred

to as mu lti- u ser diversity. Other assumptions used are:

1) Transmission time is slotted and only one user is sched-

uled at a given time. Once a user is picked for scheduling

its entire head-of-line (HOL) packet is sent through over

one or more contiguous time slots.

2) The scheduler has perfect knowledge of the updated

estimated wireless channel states of users competing for

service on a time slot basis.

3) The deadlines of RT packets are ordered in a non-

decreasing order, with the HOL packet in a RT queue

having the earliest deadline.

4) The user/queue which optimizes a non-pre-emptive pri-

ority value (see below) in a given scheduling epoch is

picked for scheduling. T ies in any of the schedu ling

policies are brok en randomly.

5) The wireless channel condition (and hence Rm(t)) for

a user does not change for the duration of a packet

transmission. For the time frame W (known as latency

time-scale or sliding scheduling window) the user pop-

ulation is assumed static and all users are continuously

backlogged.

The task now is to design an optimum scheduler that assigns

service order to multiple mobile users sharing a facility in

a way that maximizes the overall system throughput while

considering fairness and delay constraints.

B . O u r Contribu tion

Our main contribution in this work include the definition

of a new scheduling policy called CASTI (see Section II-

C). Additionally, we survey and analyse the performance

of several wireless scheduling schemes with respect to sys-

tem throughput, fairness, packet delay distributions via the

distributions of starvation periods (SVPs). An opportunistic

scheduling has to temporarily suspend transmitting packet(s)

to/from a user in poor channel state until its link quality

improves relative to other users in order to maximize the

overall system throughput. Hence, how much the service to a

given user/queue can be delayed is relevant as it affects packet

delay deadlines. Service suspension leads to starvation, and the

SVP should not violate packet timing constraints to reduce

packet losses in the network. Analyzing the SVP distribution

of a scheduling scheme aids in determining its suitability

to sustain time-sensitive network traffic with delay bounds.

Wireless bandwidth is expensive and finite. Hence, bandwidth

efficient radio resource management (RRM) schemes are rel-

evant, the reason for system throughput considerations. Fair

RRM schemes prevent resource hogging and service starvation

to users/queues. An unfair RRM scheme can provoke churn

of network users and cost service provider dollars.

II. OPPORTUNISTIC SCHEDULING SCHEMES

Over the recent years opportunistic transmission schedul-

ing for wireless networks has become a topic of intense

research interest and several articles has been written on it.

Such schedulers do not suffer from the hidden-terminal and

ex posed-terminal problems common to other multiple access

coordination protocols. They exploit the random variability

inherent in wireless channels to maximize overall system

throughput (spectral efficiency). This is based on information

theoretic principle called mu lti- u ser diversity, i.e. different

users competing for the shared wireless channel undergo

different channel qualities at the same time. In order to cater

for fairness and timing issues of network traffic, various

variations to ‘pure’ opportunistic scheduling have also been

proposed. This section reviews only a sample of opportunistic

transmission schedulers that are drawn upon in the work pre-

sented in this article. In the following Rm(t) is the supportable

data rate on user m’s link at time t.

A. O CASD Schedu ler

The Optimum Channel-Aware Scheduling with Service

Differentiation (OCASD) [1], [2] is a traffic-aided OMAC

which optimizes the trade-off between short-term fairness and



throughput maximization. OCASD delivers superior through-

put gains while offering short-term fairness and considering

traffic delay constraints. However, OCASD does not guarantee

that the desirable delay constraints of all packets are met.

Hence, EX P/OCASD was proposed to provide a stricter delay

constraints to improve service to delay-sensitive applications,

such as VoIP, video/audio streaming and video/audio confer-

encing [3]. We refer to the vector x = (i, m) as a connection.

In the scheduling period starting at time t OCASD picks the

connection x∗
t such that

x∗
t = a rg m a x

x

{[∣

∣

∣
wi−

Bi(t)

B(t)

∣

∣

∣
·B(t)

]s g n (wi−
Bi(t)

B(t)
)

Rm(t)/ di

}

,

(1)

where wi is the weight assigned to traffic class i ∈
{RT , N RT }, B(t) =

∑

i∈ B
Bi(t), B is the set of backlogged

queues at time t, and the amount of traffic scheduled from/to

traffic class i so far is updated using the first-order IIR filter

structure

Bi(t + 1) = (1 − 1/ W )Bi(t) + 1/ W × Li(t)δ(t − i). (2)

The weight wi depends on the characteristics and hence the

QoS requirements of traffic class i. di is the delay deadline

(or bound) of the HOL packet of size Li(t) in queue i ∈
{RT , N RT }. Note that queue i is penalized at time t if wi <
Bi(t)
B(t) as in that case s g n (wi−

Bi(t)
B(t) ) = −1 and thus its priority

scaling factor (·)s g n (wi−
Bi(t)

B(t)
)

is less than unity.

W is the sliding time frame in which a given set of M
users share a finite wireless resource. The sliding time frame

(aka latency time scale or scheduling window) W is an im-

portant design parameter as it indicates the trade-off between

throughput maximization, fairness and packet delay profile.

The delay profile is crucial for RT traffic. W determines how

long a packet can be delayed before being scheduled. A longer

W is good for throughput maximization but it is limited by the

maximum delay tolerance of network applications. A typical

value proposed for most data applications is 100 ms [4]. The

dirac delta impulse function is defined as

δ(t − k) =

{

1 if t = k
0 otherwise

(3)

t = k means that user/queue k is scheduled in time slot t.

B. I-OCASD Scheduler

The inverted OCASD (I-OCASD) [5] is an opportunistic

scheduler which provides fairness while optmization wireless

spectral efficiency. In the scheduling interval starting at time

t I-OCASD picks the connection x∗
t such that

x∗
t = a rg m in

x
Bi(t)/ Rm(t), (4)

where Bi(t) is defined as in (2).

C. CASTI Scheduler

The main difference between Channel-Aware Scheduling

with Transmitted Traffic Information (CASTI) and OCASD

[1], [2] is that the former assigns weights to users rather

than traffic classes and there is no traffic class based queuing.

Hence, wm is the weight assigned to user m. All other

parameters are modified accordingly. In the scheduling period

starting at time t CASTI picks the user m∗
t such that

m∗
t = a rg m a x

m
U(wm, Bm(t), Rm(t)), (5)

where

U(·) =

[∣

∣

∣

∣

wm −
Bm(t)

B(t)

∣

∣

∣

∣

· B(t)

]s g n (wm−
Bm(t)
B(t)

)

Rm(t), (6)

and B(t) =
∑M

m= 1 Bm(t). The average amount of traffic

scheduled from user m at time t is updated as

Bm(t + 1) = (1− 1/ W )Bm(t) + 1/ W ×Lm(t)δ(t−m) (7)

where Lm(t) is the size of user m’s HOL packet at time t. As

s g n (wm − fm(t)) ∈ {−1, 0, + 1}, user m is penalised at time

t if it has received cumulative service exceeding its assigned

weight wm ∈ (0, 1] in [0, t).

D. R ound-R obin Scheduler

In round-robin (RR) scheduling arriving packets are queued

by users, while the scheduler polls queues for service in a

cyclic order irrespective of the wireless link conditions of the

users to send/receive the packets. As greedy users fl ood their

own queues, RR is able to provide user protection or isolation.

By scheduling users/queues in a cyclic order, RR is able to

provide fairness. Hence, it is used as fairness benchmark with

respect to other schedulers. In the scheduling period starting

at time t RR picks user m∗
t such that

m∗
t = modu lo (t, M) + 1 (8 )

where 1 ≤ t ≤ W .

E . MaxSN R Scheduler

The maximum SNR (MaxSNR) scheduling picks a user m∗

among all active users in the system at time t which has

the best signal-to-noise ratio (SNR), or equivalently, the best

feasible instantaneous data rate Rm(t), i.e. select user m∗ that

fulfills [6], [4]

m∗
t = a rg m a x

m
Rm(t) = a rg m a x

m
C I Rm(t). (9)

Note that SNR (or CIR) and data rate have a one-to-one

mapping for a given channel bandwidth. Hence, this scheduler

is also referred to as MaxC/I or Maximum C / I . The MaxC/I

rule can easily starve users that undergo an extended period of

poor link state, but provides very attractive system throughput.

Hence, it can be used as throughput benchmark with respect

to other scheduling policies.



F. PFS Scheduler

Proportional fair sharing (PFS) scheduling [7], [8] is an

OMAC scheme which provides fairness across users but not

flows (or traffic classes). Hence, it cannot quantify service

level of individual flows backlogged in a given user. At time t
PFS picks user m∗ among all backlogged users in the system

which has the best feasible data rate normalized by the average

throughput it has received so far, i.e.

m∗
t = arg max

m
Rm(t)/Sm(t) (10)

where the short-term mean data rate of user m up to time t is

updated using the exponentially weighted low-pass filter

Sm(t) = (1−1/W )Sm(t−1)+1/W×Rm(t)δ(t−m). (11)

The PFS is the default scheduler for the downlink of

CDMA/HDR (aka 1xEV-DO, IS-856) which is an evolution

of 3GPP2’s cdma2000 sharing an RF space with IS-95.

G . FIFO Scheduler

The first in, first out (FIFO) scheduler is completely oblivi-

ous of wireless channel conditions, as its policy is purely based

on how long a packet/user has been awaiting its service turn.

FIFO is also referred to as first come, first served (FCFS). In

the scheduling period starting at time t the FIFO scheduler

picks the user fulfilling

m∗
t = arg max

m
SV P m(t) (12)

where SV P m(t) is the number of time slots that user m
has been waiting for service turn at time t, i.e. its starvation

period. SV P m(t) is a congestion indication parameter at user

(queue) m at time t. Besides poor spectral efficiency, the FIFO

scheduling does not provide fairness nor provide protection

of behaving queues against resource-hogging users/queues.

However, it can be used as latency benchmark with respect

to other scheduling policies.

H . M-L W DF Scheduler

The priority value assigned to a user by the modified largest

weighted delay first (M-LWDF) scheduler [9] is equal to that

of the PFS policy scaled by the weighted delay the user

has endured. In the scheduling interval starting at time t the

M-LWDF policy picks user m∗
t among all competing users

satisfying

m∗
t = arg max

m
amSV P m(t)Rm(t)/Sm(t) (13)

where Sm(t) is defined as in (11) and am > 0 is a parameter

indicating the QoS level desired by user m. Sm(t) can also

be the median of Rm(t). We set am = 1, ∀m in this article.

I. Exponential Scheduler

The exponential scheduler (EXP) [10] attempts to equalize

the weighted delays (starvation times) of all queues when their

differences becomes large. It is designed to support real-time

services in an AMC/TDM wireless system. In the scheduling

period starting at time t the EXP scheduler picks user m∗
t such

that

m∗
t = arg max

m

Rm(t)

Sm(t)
exp

(

amSV P m(t) − δ

1 +
√

δ

)

(14)

where δ = 1
M

∑

m amSV P m(t) and M is the number of

users competing for service simultaneously. SV P m(t) can also

be the number of packets in user m’s buffer at time t. As

can be observed in (14), a large weighted delay amSV P m(t)
overrides Rm(t), hence restricting packet delays to a certain

level. The EXP rule, however, reduces virtually to the PFS

policy at low weighted delays. Sm(t) is defined as in (11).

We set am = 1, ∀m in this article.

J . TAOS-1 Scheduler

TAOS-1 (Traffic-Aided Opportunistic Scheduling) [11] is a

heuristic opportunistic scheduling scheme that unifies file size

information and wireless channel variations in order to reduce

file completion time (i.e. waiting time plus transmission time)

and/or the overall system completion time. TAOS has many

variants but we consider here only TAOS-1. Let Xm(t) be the

size of user m’s backlogged file at time t and Fm = Xm(t =
0) be its initial file size. At time t TAOS-1 picks user m∗

which fulfils

m∗
t = arg min

m
Sm(t)Fm/Rm(t) (15)

where Sm(t) is updated as in (11). TAOS-1 assumes that each

user has only one backlogged file at any time. In order to

compare TAOS-1 with other schedulers, we set Fm = Lm(t)
in the simulations, where Lm(t) is the size of the HOL packet

in user m’s queue at time t.

III. SIMULATION AND NUMERICAL RESULTS

This section discusses the metrics used for the performance

analyses, as well as the traffic and channel assumptions.

A. Performance Metrics

The performance metrics of interest here are per-user fair-

ness, system throughput, and the distribution of user starvation

period (SVP) or latency in an adaptive coding and modula-

tion wireless system. We define the average throughput for

connection x up to time t by the sample mean θx(t)
d e f
=

1
t

∑t

l=0 Rm∗(l)δ(x∗
l − x), where m∗ = x∗[2]. Hence, the

throughput for user m up to time t is

θm(t) =
1

t

t
∑

l=0

Rm(l)δ(x∗
l [2] − m), m = 1, 2, · · · , M



TABLE I

CDMA/HDR SYSTEM PARAMETERS TO ACHIEVE 1% PACKET ERROR

RATE IN A 5-KM ISOLATED CELL WITH UNIFORM DISTRIBUTION OF USERS.

DRC
Index

Modulation
Scheme

Code
Rate

Packet
Size
[Li(t)
bits]

Data
Rate
[Rm(t)
kb/s]

Minimum
Required
C / I (dB)

Time
Slots
Needed
(Nt s )

1 QPSK 1/5 1024 38.4 -12.5 16
2 QPSK 1/5 1024 76.8 -9.5 8
3 QPSK 1/5 1024 153.6 -6.5 4
4 QPSK 1/5 1024 307.2 -4.1 2
5 QPSK 1/5 2048 307.2L -0.9 4
6 QPSK 1/3 1024 614.4 -4.0 1
7 QPSK 1/3 2048 614.4L -1.0 2
8 QPSK 1/3 3072 921.6 3.3 2
9 7-PSK 1/3 2048 1228.8 1.3 1
10 8-PSK 1/3 4096 1228.8L 7.2 2
11 16-QAM 1/3 3072 1843.2 3.0 1
12 16-QAM 1/3 4096 2457.6 9.5 1

while the throughput for traffic class i up to time t is

θi(t) =
1

t

t
∑

l=0

Rm(l)δ(x∗
l [1] − i), i ∈ {RT, NRT }.

Thus the overall average system throughput over time t is

θ(t) =
∑c

i=1 θi(t) =
∑M

m=1 θm(t). Delay distribution is

defined as Pr [SV P > τ ]. We define fairness index as the

difference in service levels between the users with minimum

(i.e. least-served user) and maximum (i.e. best-served user)

service for a given policy over a given time frame.

B. Simulation Setting: Adaptive Modulation & Coding (AMC)

Table I shows the standard parameters of the CDMA/HDR

system which is based on AMC. It contains the standard

combination of coding, modulation and packet size supported

by a given data rate and C/I to achieve 1% packet error

rate in a 5-km isolated cell with uniform distribution of

users. Each user randomly picks a data rate control (DRC)

index at the beginning of each scheduling interval from the

standard twelve transmission modes shown in Table I. Once

a DRC index is picked, the user requests, as per Table I, the

corresponding data transmission rate from the serving base

station. If a user is picked for service in a scheduling epoch

then it transmits its HOL packet with length corresponding to

its DRC index as per Table I over contiguous time slots. We

set wi = 1/2, wm = 1/M and di = 1 sec in the simulations.

C. Results

Figs 2 and 3 and Table II show the throughputs of the

policies examined. We observe that for low W , i.e. W ≤ 15 0
time slots, the achievable throughputs are in the decreasing

order MaxSNR, OCASD, I-OCASD, PFS, M-LWDF, CASTI,

TAOS-1, RR and then FIFO. However, as W increases the

throughput performance of OCASD, I-OCASD and PFS ap-

proach that of MaxSNR even for a small number of si-

multaneous users. This means that asymptotically (i.e. large

user population M and/or large scheduling sliding window

W ) MaxSNR, OCASD, I-OCASD and PFS can achieve the
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sa me system throughput. A s w e a ssumed tha t a ll users a re

b a c k logged c on tin uously ov er the time fra me simula ted , FIFO

q ueuin g is ex pec ted to prov id e simila r throughput performa n c e

a s R R q ueuin g.

Fig. 4 a n d T a b le I I show the d ela y (user SV P ) d istrib ution

of the ten polic ies d isc ussed . T a b le I I summa riz es the lesson s

lea rn t from Fig. 4 . U n lik e the other polic ies, O C A SD a n d

I - O C A SD prov id e q ueue isola tion a s w ell, ma k in g them

a ttra c tiv e for multi-serv ic e n etw ork s. W e ob serv e tha t the E X P

rule c ompetes w ith FIFO in d ela y performa n c e. Fig. 5 show s

the user SV P , mea sured in time slots, a v era ged ov er n umb er

of simulta n eous users M v ersus M . T he SV P s in c rea se w ith

M to a c erta in v a lue of M a n d then b egin to d ec rea se.

P r [S V P > τ ] for P FS, I - O C A SD , O C A SD a n d M a x C /I

fa ll sha rply a fter τ ≈ 1 0 0 0 time slots w hile tha t of T A O S-

1 rema in s a t 0 .5 un til τ ≈ 2, 3 0 0 .

Fa irn ess a mon g the sc hed ulin g polic ies a re d isc ussed in

T a b le I I . T he fa irn ess in d ic es in M b /s for a time fra me

of 2, 5 0 0 time slots a n d 25 simulta n eous users for the ten

polic ies a re respec tiv ely 3 .5 ( T A O S- 1 ) , 8 .0 ( P FS), 1 6 .9 ( M -

L W D F) , 1 8 .4 ( E X P ) , 1 8 .7 ( C A ST I ) , 1 9 .5 (FIFO ) , 20 .3 ( R R ) ,

7 8 .6 ( I - O C A SD ) , 8 0 .5 ( O C A SD ) a n d 8 9 .0 ( M a x C /I ) . I n terms

of the a moun t of a c tua l in forma tion tra n sported , mea sured in
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kB ytes, the fairness indices are approximately 0.64(CASTI),

0.64(TAOS-1), 1.92(PFS), 3.2(EXP), 3.46(M-LWDF),

3.58(FIFO), 5.0(RR), 16.8(OCASD), 16.89(I-OCASD)

and 19.07(MaxC/I). H ence, in terms of actual transported

information bits, CASTI is the fairest policy while MaxC/I is

the most unfair policy. H owever, in terms of cumulative data

rate, TAOS-1 is the fairest policy followed by PFS. All the

policies examined show good asymptotic fairness, i.e. when

W → ∞. In summary, we observe that RR is the fairest

policy in wireless environment only in the number of service

turns users/queues receive b u t not in actu al throughput or

service level. The exceptional fairness of TAOS-1 may have

been affected by the parameter setting Fm = Lm(t) in the

simulations instead of interpreting Fm as the remaining fi le

size. H ence, due to its formulation, it should be fair both in

bits/sec and bits.

IV. CON CLUSION S

This article has studied ten common scheduling schemes

proposed for wireless networks using time-slotted transmis-

sions. The results aid in the proper selection of an RRM

scheme for a given network environment based on the per-

formance metric(s) which needs to be emphasized. As an

TAB LE II

COMPARISON OF POLICIES: x < y MEAN S POLICY x PERFORMS B ETTER

TH AN POLICY y IN TH E METRIC, W = 2 , 500 SLOTS, M = 2 5 USERS.

Scheduling
Policy

Average
System
Throughput
(Mb/s)

Average
System
Throughput
(kbytes)

Average
Delay
Performance
Ordering

Average
Fairness
Index
Ordering

OCASD 236.3965 49.3722 7 8
I-OCASD 235.9050 49.3056 6 9
MaxC/I 235.6347 49.2954 8 10
PFS 233.8775 48.9677 9 2
M-LWDF 187.1094 41.1187 5 5
CASTI 152.3482 35.5789 3 3
TAOS-1 146.5974 30.6944 10 1
EXP 116.8835 28.9997 1 4
RR 24.5881 7.7926 4 7
FIFO 20.6083 6.8454 2 6

example, assume that a CDMA/H DR network with time slot

duration of 1.667 ms supports an application that requires

the probabilistic delay guarantee of Pr[p a c k e t d e la y ≥

250 ms] ≤ 4 0% . Figure 4 shows that only EXP, CASTI, RR

and FIFO are candidate policies for the given situation, as 250

ms is equivalent to ca. 150 time slots and p a c k e t d e la y ≥

SV P . Among the four policies, CASTI is the optimal policy

as it has the best system throughput and fairness index.

Although there is some randomness in the simulation setting,

the presented results are reasonably reliable.
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