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Abstract

This paper investigates a soft cluster based approach for
determining the impact of soft clustering on the training of a
neural network classifier for the classification of suspicious
areas in digital mammograms. An approach is proposed that
first creates soft clusters for each available class and then
uses soft clusters to form subclasses within benign and
malignant classes. The incorporation of soft clusters in the
classification process is designed to increase the learning
abilities and improve the accuracy of the classification
system. The experiments using soft clusters based proposed
approach and a standard neural network classifier have been
conducted on a benchmark database. The results have been
analysed and presented in this paper.

1. INTRODUCTION

hospital to obtain 83% classification accuracy w83%
specificity and 81% sensitivity).  Although theiccuracy
was not high their network converged quickly. Hiatils et
al. [15] used the MIAS database and a Multi LayercEptron
(MLP) type neural network to obtain a good classifion
rate of 94.7% with an average of 0.27 false positiper
image for microcalcifications. Georgiou et al. J16ilised
morphological features with a support vector maehio
obtain 91.54% classification accuracy on masseembg17]
used the second look CAD system (version 3.4) terdéne
the performance of CAD systems on different sizesioins
and micro-calcifications to achieve an overall ity of
89%. Brem’s investigation was to try and determifriesion
size would adversely affect the performance of aDCA
system. Abdalla et al. [18] used textual featuvdth a
support vector machine classifier to achieve asiiaation
accuracy of 82.5% on mammograms from the Digital
Database of Screening Mammography (DDSM) [19]. Rahc

Screening mammography has long been regarded agplthe et al. [20] utilised the DDSM [19] together with auto-

standard in detecting breast cancer in
Mammography has been shown to reduce the mortaltty
by as much as 41% according to one South Australiay
[1]. However various studies have demonstrated tmat
estimated 11-25% of breast cancers are missed y&hgl
screening mammography.

In the United States alone an estimated 240,510cases of
breast cancer together with an estimated mortafit#0,460
during 2007 will occur [3]. Survival from breasancer is
dependant on the stage at which it is detected thed
implementation of appropriate treatment.

womeassociator-MLP based classifier and attained 9Ga@eétiracy

on micro calcifications, while Masotti [21] usedSapport
Vector Machine and obtained 90% classification ety on
masses. Archarya [22] obtained a sensitivity 069% using

an artificial neural network and 95% using a Gaudiaxture
Model with 93.33% and 96.67% specificity respedtiven
micro calcifications from the DDSM [19]. In a rew of
CAD techniques Rangayyan et al. [23] noted thatessv
methods have good sensitivity (> 85%) for the idmattion

of masses but also have a high false positive rategeneral
mass segmentation is a more difficult task than

Early gstamicrocalcifications because masses are varialdize) shape

detection and treatment results in a 98% survivate rand density can exhibit poor image contrast and lban

however this plummets to 28% if metastases haveaspto
distant organs [4].

Different studies have demonstrated that Computigled\
Diagnosis (CAD) of breast cancer can improve thed®n
rate from 4.7% to 19.5% compared to radiologist=9][5

strongly intertwined with surrounding tissues makin
detection and classification difficult [24]. Micro
calcifications tend to be of a higher density amd more
readily detected. Of these CAD techniques artificiaural
networks have demonstrated their capabilities, degpite
this, successful commercial CAD systems are noilabla.

Various solutions have been proposed for breasteranThe main problem of developing an acceptable CAEiesy

diagnosis including artificial
bayesian networks [12],
statistical classifiers.

neural network [10]1
case based systems [13]

Manrique et al. [14] utilised a genetic algorithedial basis
function network with masses from a dataset froenNtadrid

is inconsistent and low classification accuracy.

and

In order to improve the training process and aayrghis
paper investigates a novel technique that usedecing to
create soft clusters (sub classes) within existal@sses



(benign and malignant) and incorporates thesechagtering
based new classes within a training process.

This paper is organised as follows: section twacdless the
proposed approach. Section 3 presents the reshitsned.
Section 4 presents a comparison of the resultsrautavith
that of other researchers and section 5 presents
conclusions.

2. PROPOSED APPROACH

The approach proposed in this research is to eitiks
combination of clustering and neural network cligessito

determine if the classification accuracy of theteyscan be
improved through soft cluster enhancements to khssifier.

An overview of the proposed approach is presentdeigure
1 below, together with a discussion.

‘ Digital Mammogram Database (DDSNI)

v

‘ Suspicious Area Extraction ‘

v

‘ Feature Extraction ‘

v

‘ Clustering — Creating Soft Clusters ‘
v

Creating Sub-classes for Classifier

v

Neural Network Classifit

Benigr Malignant
Classes Classes

Fig. 1: Overview of the proposed approach.

A.  Sepwise Research Methodology
Step 1. Extract suspicious areas from digital
mammograms
Step 2. Extract 6 features from suspicious areas
Step 3. Create inputs and targets for benign class
Step 4. Create inputs and targets for malignasscla
Step 5. Creata soft clusters within benign class
Step 6. Creata soft clusters within malignant class

B. DDSM Database

The mammograms utilised for this research were indda
from the benchmark Digital Database for Screening
Mammography (DDSM) [19]. The database contains
approximately 2600 high quality images which can be
downloaded from the DDSM website (located at:
hittp://marathon.csee.usf.edu/Mammography/Datab@sg.h
together with case related information which isilade in
order to promote research into CAD systems. Tleeofisuch

a database aids in comparison with other reseachBoth
the testing and training set are comprised of aralequmber

of benign and malignant classes. The benign aridymagnt
classes comprise an equal number of masses with 100
mammograms being selected for training purposes 1&td
for testing purposes.

C. AreaExtraction

The method of only utilising a sub-area of a mamraogfor
classification purposes is called Area Extractionirnage
segmentation. Images obtained from the DDSM [I8itain

a chain code which allows for the extraction of the
mammographic abnormality which assists in redusiygtem
resources when performing the classification prece3he
Region of Interest (ROI) represents both malignand
benign abnormalities.

D. Feature Extraction
A group of six features have been utilised in ttésearch
which represents four BI-RADS descriptor featuregether
with patient age and a subtlety value [19]. AH &katures
are:

* Density

e Mass Shape

e Mass Margin

e Abnormality Assessment Rank

« Patient Age

e Subtlety Value

E. Clustering- Creating Soft Clusters

Clustering involves the partitioning of a set oftalanto

smaller similar groups to find the natural groupsdd on
similarity of input features. This process is @&sieid through
evaluating the distance between a point and theteru
centroid. The output from the clustering algorithepresents
a statistical description of the cluster centroiggh the

number of components in each cluster. K-meansbleas

incorporated in the proposed methodology. A distaof

dissimilarity is calculated. Clustering relies placing an
abnormality in a cluster if their feature expressiare similar

Step 7. Assign inputs to one af th+n) classes based on as judged by the distance measure employed bylubtedng

2n soft clusters
Step 8. Train/test classifier with above creatguliia and
2n classes for each input.

algorithm. K-means uses a minimum “within-class safm
squares from the centres” criterion to select tfosters. The
number of clusters that the data is to be pargiibimto must
be selected in advance. When utilising clustevitith breast
cancer data for diagnostic purposes it is temptingry and



specify only two clusters but this is ineffective that the
input features are only weakly correlated with
benign/malignant class pattern. In reality a langegmber of

trained the network is then able to generalise gudime

thaecquired knowledge to solve different problems pssisg

similar characteristics [25]. Thus a neural netiaraintains

clusters are needed in order to accommodate thdasimknowledge about the problem domain by the weighted

natural feature groups and to separate these d@ifferoups.
In this work the clustering is used to improve tearning
capabilities of the feed forward backward errorpgagating
multi-layer perceptron network.

F. K-means Algorithm

K-means is one of the simplest unsupervised legrnin

algorithms [25]. The procedure follows a simpleyw®a
classify a given data set into a certain numberclabters
which are fixed a priori. It starts by definirig centroids
representing one for reach cluster. Following #ash point
belonging to a dataset is associated with the seaemntroid.
When no more points are pending the first stepoisedand
we have our initial grouping. Now we recalculdtenew
centroids as the barycentre of the clusters fraenptteceding
step. After this has been done a binding is date/den the
data set points and the nearest new centroid positiThis
process iterates through until the centroids do mote.
Essentially the algorithm minimises an objectivediion:

1233 a0 |

==
(i) 2
where k is the number of cluste|” P _Cj“ is a chosen

distance measure between the cluster ce pi(J )and a data

point C; which is an indicator of the distance of thedata

points from their respective cluster centres. Teneral
algorithm is composed of the following steps:

interconnections that were used to train the ndtwadyeural
networks are able to capture the complex relatipngt
variables better than many other models becausge d¢hn
capture the non-linear relationship of the trainilaga [26].

Neural networks have been demonstrated to be iitalthe
dilemma of classifying medical conditions such asalst
cancer [10-11, 27-28]. In fact neural networks éhav
demonstrated their superiority in these fieldshesrtcapacity
to classify abnormalities as either benign or nraigt based
on input features that are only weakly correlateith vthe
diagnosis is better than other techniques [27-28pwever
the literature also demonstrates that neural nésvaran
suffer from various problems which restrict thefficacy
[14].

Traditionally MLP style networks would be utilised a

classification dilemma such as this where a bagkgpgation
of an error component (such as Least Mean Squapgssed
back in order to adjust the network weights. Otheeerror is
reduced to a threshold value the network is trainddwever
it has been noted that a reduction in a componech ss
Least Mean Square doesn't always lead to an impnen¢ in

the classification accuracy of the network [25].

The neural network classifier that has been emplagethis
research is a single layer multi-layer perceptrdagles
classifier. It utilises six input nodes to repmseach input
feature. There is only a single hidden layer thenber of
neurons being determined experimentally to ascertae

1. Placek points into the space represented by thgytimal configuration. In the proposed approatie, heural
mammographic  abnormalities that are beingetwork has a variable number of output neuronepoesent
clustered. These points represent the initial @rothe natural tendency of the output to group intaerthan a

centroids. _ straight benign or malignant class. The weightthefneural
2. Assign each abnormality to a group that has th@twork define the relationship between the ingatdres and
closest centroid. _ the benign or malignant classification. However doethe
3. When all objects have been assigned recalculate {}@ak correlation between the input features and dlass
. positions of thek centroids. patterns this relationship is oversimplified by imavonly two

Repeat steps 2 and 3 until the centroids no longgftput classes. In its simplest form it could beught that a
move. set of input features could represent a group sash
K-means does have a disadvantage in that is tf®emoi spjculated malignant or lobulated malignant masgbe
general solution to find the Optlmal number of tdus for any expectation would be that the groupings would beremo
given data set. Normally multiple iterations witkfferent complicated than this) and incorporating two suepasate

numbers of clustersk are performed and the best outpWjysters (2 sub-classes within a class) may imprmtgvork
result is obtained based on the required criteaicthe time.  training and accuracy.

K-means is incorporated in the proposed approaah fo
creating soft clusters within benign and maligraasses.

3. EXPERIMENTAL RESULTS

The proposed approach has been implemented in G-theo
Windows platform. A number of experiments were
G. Neural Network Classifier performed utilising the standard neural networkssiféer

It is through the training process that the inpatads mapped (MLP-Multilayer Perceptron) and the proposed apphodhe

to the output vectors and through this processttteabetwork €xPerimental results are presented in Table 1.

acquires knowledge in the problem domain in quastiOnce
TABLE 1: CLASSIFICATION ACCURACY OBTAINED



Performance
Technique Hidden Units Accuracy on Accuracy on
Training Set [%] Test Set [%]
Standard 10 86 94
MLP 16 92 93
27 96 93
16 88 95
P“’poseﬁ' 24 94 9%
Approac 27 93 96

4. COMPARATIVE RESULTS

The proposed approach has been compared with standa

MLP and other existing approaches. In many instanee
comparison between one CAD system and anothertigmo
easy task since many factors can affect the cieadn
accuracy of the system. Many neural networks pi@wa
decision threshold for determining the differeneavieen a
benign and malignant class and this variable i&&jty going
to be different for different classifiers. Sometwerks are
tested on masses while others on microcalcificay@®thers
still have representatives from both classes. A# as this
the training sample itself can lead to performadifierences

and even using the same benchmark database (ifioone

utilised) can still lead to different results due different
training samples being taken from the databaseleTab
details the classification accuracies obtained lifferént
researchers employing different techniques fordiagnosis
of breast cancer. As shown in Tables 1 and 2, #salts
obtained (96% on test set) from this research amparable
with that obtained by other researchers, especietign it is
noted that some of the results in Table 2 are doly
microcalcifications which are traditionally easi@r classify

than masses or a combination of masses
microcalcifications. Overall, the proposed approalchs
outperformed the standard MLP and other existing
techniques.

TABLE 2: CLASSIFICATION ACCURACY FROM OTHER RESEARCH TECHNIQUES

Author Technique Dataset] Accuracy
Genetic Masses
Manrique |  Algorithm, o
[14] Radial Basis 83%
Function
e Micro. 94.7%
Halkiotis MLP (0.27FP per
[25] :
image)
Georgiou SVM Masses 91.54%
[16]
Panchal Auto- Micro.
[20] associator 90.90%
MLP
M[azsl(])tu SVM Masses 90.00%

5. CONCLUSIONS
This paper has investigated a soft cluster baspdoaph for
the classification of suspicious areas in digitalnmmograms.
The results of investigation show that the sofstdiing has a
significant impact on improving overall classificat
accuracy. The results presented were obtained 3vitoft

clusters (3 sub classes) for each class (Benigigitaht).
Further research is needed to investigate the pppte size
of clusters and sub classes.

and[6]
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