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Abstrart —An evolutlonary algorithm s intradyced o
{find authoritative rescurcas on the Wab. The problem
of Web search i conzidered as an optbnisation
problem within hyperlinked space. We aiin o find
nformation that is both relevant and recemt so as o
cope with the dynamle nomre of the Web. Theoretical

studies have been mads cn problem-specific search .

space, fitnass functlons and genetle operarors. The
search space is construcied in the direction to the
opiimum, driven by the reproduction operater with
good hwubs ax a clue. Fitness functions combine text-
based and link-based enalysis. The furA) evolution
strategy just implemeids the selectlon scheme of
elititm. The muiation operator helps to prevent fearch
from trapping in local opimisotion by fniroducing
multiple domains. Experiments have been performed to
study algorithm’s performumee. The algorithm has
bezn intplementzd as a kernel componznt of an
intelllcent Web agent Evagenr.

Ksywords: Evoluttenary algorithm, genetic vperators,
‘Web saarch agent, authority and hub.

1 Introduction

Searching on the Web for authoritative
resources is the process of identifying Web pages
that are highly selevant to given topics, We are
unsatisfied with matches from commercial search
engines. Inherent limitations of database size and
updating rate prevent search engines from
desirable coverage and recency. Intelligent search
agents have emerpged as a teol for addressing these
problems. Although lots of theoretical studies
have bsen made oo intelligent Web search,
evolotionary approach has rare been used. To our
knowledge, Webnaur [6] utilizes 2 genctic
algorithm to combine keywords and logic
operators for query generation, and MySpiders [€]
wiilizes an evolutionary alporithm for managing a
population of adaptive and autonomous Web
crawlers, but thay are in totally different meaning
from the evolutionary methodology of this paper.
When we define the Web search as an
optimisation problern, en evolutionary zlgerithm
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is suitable to search for a solution. When using
evolutlonary approach to Web search, we have
deeply investigated problem-specific evolutionary
elements, and how to use them 1o form an
effective logic for Web search. Experiments have
been pecformed for suggesting proper parameters
and demonstrating performance.

This paper is orpanized as follows. In section
2, we introduce related works and invesligate their
limitations as a context to develop our

evolutinnary algorithm for YWeb search. Section 3,

describes tha shape of topic-specific Web graph
and its implications for evolutionary search on the
Web. In Section 4, we desply investigate

_evolutionary elements that contribute our

evolutionary algorithm for Web search. In Section
5, discussions on the algorithm’s performance has

been made. Section 6 concludes the paper and |

gives our future research directions.

2 Yebh Search and Limitations

Basically, there are two Web search
technefogies, the text-based and the linked-based
analysis. The text-based search usually uses the
Idea that the more often the term appears in a
document; the more characteristic the term is for
the document. The text-based search doesn't work
well when Web pages are not self-descriptive or
over self-descriptive. The creation of a hyperlink
on the Web represents a concrete indication of the
judgement: the creator of page 2, by including e
hyperlink to page @ has in some meagure

- conferred authority on Q. Furthermore, a topic can

be roughly divided inlo papes with good content
on the topic, called authorities, and directory-liks

ages with many hyperlinks to pages on the topic,
called hubs. Recursively, 8 document that points
to many good aothorities is an even better hub,
and a2 docoment pointed to by many good hubs is
an cven better authority, The idea, "what do the
neighbours think aboutl #t and how many
neighbours prefer it?”, comes from the fact that it
uses the content of other pages to rank the current
page.
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Search algorithms [1, 7, 9] based on hyperlink
analysis has been created and integrated into some
search engines (Google, TOPIC, WIMS). These
search engines do work well than only text-based
search engines. Here again we ask: are you
satisfied with them? The answer would be no or
no yet. It is hard for a search engine to keep up
with the Web growth and change rates. Intelligent
agents have emerged as a tool for addressing these
problems, Intelligent Web agents are running on
client side, and they use query-dependent ranking
algorithms. The basic idea is to construct & query-
specific graph, called neighbour graph, and
perform hyperlink analysis on it. Ideally this
graph will contain more topic-relevant pages. In
fact, crawling the whole Web for constructing a
topic-specific neighbour graph is not impractical.
Intelligent agents exploit a promising neighbour
graph as a snapshot of the topic-specific Web for
searching the strongest authorities. [4] exploits the
following procedure to do that,

1) Collect the = (usually 200) highest-ranked
pages for a given query from a text-based
search engine such as AltaVista. These n
pages are referred as the root set.

2) Expand the mot set into the basz set by
including any page pointed to by a page in the
root set and any page that points to a page in

- the ool set.

3) Each document is modelled by a node. There
is a directed edge from page @ to page Qif
page Phyperlinks to page @

Fig. 1. Constructing a promising neighbour graph
Typically, the fase set has Web pages in the range
of 1,000~5,000. {4] thought that the strongest
authotities would hopefully occur in the fase set.
_ [1] exploits the same method as that of [4] but
performs the expansion step twice. And the
expanded set has-about 3,000 distinct pages,
depending on the topic. [5, 9] use similar methods
as that of {4] with the expanded sets having about
1,000 distinct pages. In fact, the aigorithm of [4]

doesn’t claim to find authoritative enough pages

for a query. There are three problems with the
algorithm, which could be the potential reasons
for generating unsatisfied matches.

1} The base set is not large enough for
identifying the strongest authorities.

2) Pages that share the same children with the
pages in the root set, or pages that share the
same patents with the pages in the root set,
are not included in the neighbour graph.

3) The neighbour graph is incomplete for
identifying the strongest authorities within it
How promising is the neighbour graph?

The fist limitation is evident when comparing
the neighbour graph with the whole Web. For
the second limitation, [2] suggests that pages
with the same parents or with the same
children, called co-cited pages, might be
topic-relevant. Those pages would be
promising candidates of the strongest
authorties. The third limitation is not evident.
In order to compute a page’s authority score
precisely, we need its all parent hyperlinks.
And in order to compute a page’s hub score,
we need its all children hyperlinks. When the
algorithms of [4, 5} are applied to the above
neighbour graph, the authority scores of pages
in Region A will be zero because of their lack
of parents. And the hub scores of pages in
Region B will be zero because of their lack of
children. Further, the computation for hub
scores of Web pages in Region 2 is not
precise, because they only have children in
the root set, which are not their total children.
Neither is the computation for authority
scores of Web pages in Region B because they
only have parents in the root set, which are not
their total parents. After the computation, the
strongest authorities could occur only in the
root set orf Region B, and the strongest hubs
could occur only in the root set or Reglon 4
But the case is not the same as in the real
Web, where any page is not a great
grandparent without any ancestor and any
page is not a great grandson without any
descendant. The neighbour graph is
incomplete to be a snapshot of the
hyperlinked Web.

3 Topic-Specific Hyperspace

How do we construct a topic-specific Web
graph so that our algorithm could be both quite
effective and precise for hub and authority scores?
There is no reason for all good hubs to be adjacent
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to the 7oot set. Different hubs are more likely to be
found among the “sibling” of parents and even
grandparents of the root set. Excluding the
grandparents of the mot set may possibly leave a
number of potentially good hubs. In the absence
of good hubs, it would be harder to find pages that
have good authorities.

Fig. 2 shows an example Web graph from
[31. Without loss of generality, we can
suppose that it is a topic-specific Web graph.
For a search agent, it is impractical to aiford
downloading the entirely topic-specific Web.
We exploit different "tricks” to find a set of
starting points from which the entirely or the
most parts of topic-specific Web can be
reached after certzin iterations.

Fig. 2. A;r";f:—ffaf topic-specific Web

We define a strategy, called Fixed-Depth
Search (FDS) for the Weh graph traversal. Froma
given vertex =, the FDS strategy procceds along
all possibly diracted paths from = as deeply inlo
the graph as possible within 2 given depth £ An
example is that if the start vertex is 21 and the
depth is 3, the subgraph covered by FIOS 15
illustrated in Fig. 2 with bold vertexes and edges.
If we compute the hub and anthority scores for the
coversd pages, we find that the hub scores of
pages P9, P11, P12, P22 are not precise, and the
authority scores of pages %1, PL0 are not preciss.
Those cases are due to that we couldn’t cover
their all outgoing or ingoing links. However, if we
continue our FDS process for multiple generations
with each generation from different start pages,
the ¢ases are quite different. From Table [, we
found that we just iterate FDJ three generations,
however we get 100% page coverage, 97.9% link

coverage, and 96.9% pages’ hub and authority
scores are computed precisely.

Table 1. Tterating FDS for good coverage

1 2 {3

P13, 2]
Stari page(s) v H 2578 ;,jﬂ;
L oH PIPIT,

Lmprecisc halxs ;f,:.f;’z 717279 21

Imprecise authocities | #1, %10 | 21,258,030 | . 720
Covered pages ANE% 3% 100 %
Lovered Gnks V% Hi% 273 %
Precise bubs 9.2 % 9% 259 %
Precise authorifies 5 8% §5.5% 959 5

With this methodology, we can overcome the
investigated Hmitations because:

1) in cach generation, we explore almost the
same size space as those of [4, 5], And after
certain generations, we hope to explore a

large enough space for identifying - the

strongest authorities.

2) at a certain gencration, the Web pages in
Region A and Region B could move into the rooe
set at next generation because we change the
seed TJRLs for next gencration.

3) if Web pages in Regien 4 and Region B move
into the roct set at next generation, they would
get more precise computation of their
authority and hub sgores then.

4 Evolutionary Algorithm for Web
Search |

We use an evolutionary algarithm to implement

our Web search idea. Fustly we categorize the

Web search tasks into elements of the algorithm,

which are summarized in Table 2.

Table 2. Web search tasks and their comresponding
evaolutionary elements.

Search lasles Evolutionary elements
- Selection of siert Individual sslection
FDS traversal Feproduction
Hub and suthority computation Fitxess functions
Ideniify the most suthoritative | The (24A) evolution stratery
Web domaln diversification Mutation
4.1 Fitness Functions

Fitness values for 2 Web page are its Hub and
Aurhority scores. The hub and authority scores are
the de facto criteda for judging 2 Web page’s
reputation. Qur algorithm for the fitness values is
zs follows. It uses the same strategy as the
algorithm of [9]. Let's view any collection ¥ of
hyperlinked pages as a directed graph G=(1, €)
the nodes correspond to the pages, and a directed
edge <P, Q&L indicates the presence of a
hyperlink from page Pto @ The tis atenmina
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query. Then the authority score A (& ¢) and the
hub score H{?, ¢} of a page Pare computed by:

for (each <, PR A (B Y=XH(Q, YO
for {each <F, Q> T} HIE d=XA(Q S0 TON

Where I{Q) is the number of topic-relevant
ingoing hyperlinks to @, and O{Q} is the topic-
relevant outgoing hyperlinks from Q The two
functions above quantify the hubs and authorities

and their rejationship, by which hubs and

authorities reinforce one another.

Many Web pages are self-descriptive. That
means the topic words of a page probably occur in
its HTML. textual contents, especially in the Title,
or the Meta tags, such as Keywords, Description
or Distribution. Here we define two vectors Field
and Score. An element of Field represents a token;
and an element of Seore represents a score
assigned to the commesponding token's content.

Table 3. Definitions of HTML structured fields
and their self-description scores.

i 1 2 3 4 5
Field | Title | Keywords | Deseription | Abstract
Srore 10 1% 13 i0 10
Freg. | 1 1 1 1 15

So the self-description score sd(E ) of a Web
page could be computed by the following
procedure,

sd(%; 9=0;
for{(Il}, 2,.., 5]}
if (zocenrs in FLili) k times)

sd(®, §+aMin(10, { k* Scorefl)/ Freg{i)
It is believed that the text around a kref link to
a page 2 is good description of the contents of ¥
by other pages [1]). So we open a window around
the tag <a href="http:/f ....">....<fa> with 50
bytes wide, and compute the hyperlinked-
description scors hd(B t) of a Web page 2.

selected heuristically. The evolutionary algorithm
is thereby initially aimed in promising directions.
In our evolutionary algorithm, we symbolize the
initial population as PLm{sU, 7), where 5U denotey
the set of the provided seed URLs, and 7 denotes
the set of the provided terms.

4,3 Reproduction

The second stage is the reproduction of 2L.
The first step of the reproduction, which we called
the expansion, is to construct a promising
subgraph G=£} ) of the Web. This expansion
could be finished by crawling Web pages in SU
and expanding SU along all hyperlinks that leave
it to a certain depth £ ie., the procedure of
applying FDS strategy for one iteration.

Jor (each page PE5t) { Bdepthall; Bvisiled=false;};
ST By
For( ¢ach ¥ €Vand depth<=dand ! Zvisited)
{ crawlfel Reisited=frue;
_ for (each topic-relevant hyperlink <, Q> ix poge %)
{add <& O into 5 Q. depth= -ﬂep:m!.
Qrisited wfalse; add Qfﬂiﬂ i}

reiurn ﬁ-m
The second step of the reproduction is to
compute the fitness values for each page i in §=f1,
Eby the following procedure,

hrzfScore=0;
Jor each topic-relevant iyperlink Lio F
if { the window around Lcoptaing term t)
hrefScore+=5;

-new  population

hd(F, J=Min(50, hrefScore)

4.2 Population Initialisation

The first stage of the evolutionary is the
population ipitialisation. The initizl population
just consists of seed URLs and terms provided by
a user or Evagent itself. If a user does not provide
enough seed URLSs, Evagent can make it up to the
required number. Good seed URLs are highly.
topic-relevant hubs and are usually from different
domains. What we should keep in mind is that it
is appropriate to start with several hubs that are

Jor { each page PsVand 12T)
{=0;

while [<£

{for (eack <Q, 2>EE) AT, Y=d{® HH{Q YOG

j;nr (eack < P,QreE] H(E OuB(T (HA(G I(Q);

-y

The M'EFHJ score of Pls A(Z rsd(®, hd(F O
The hub score of Pis E{e, 9:

The third step of the reproduction is to form a
new population AfPL In order to do that, we filter
out G=(1} Z)into four sets of pages, which are
top507Hub, top10Authority, fubCover and topHub. The
definitions of them are as follows. Where [X]
denotes the cardinal number of the set X, So our
can be define as

NP L={ top10Authiority, topHub).

Tops0Hul={H P €V and H(%, ¢} is one of the top 50 hub scores)

tﬂf!ﬂﬂﬂwi"ﬂ P eVond A(T, Ysd(T; t+hd(B ¢ ic one of
the top 10 authority scores}

cover{X}={Q] PeX and XCVand Xrdand <P, Q>€E}

CS={X] XcVand XD and cover(X)= V)

for (esch XeCS) men=Min(|X])

f¢XeCs and (Xl=men) fublover=X

topHubes top SO ubl SabCover

4.4 Individual Selection

At this stage, what we are going to do is to select
pages with good fitness values for different
purposes. Reasonably, pages with higher hub
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scores are good candidate for seed URLS; and
pages with higher authority scores are good

candidates for the final matches. Nonmally, we

directly select the pages of topt0Ruifarity into a
set AC as authoritative candidates, i.e., we prefer
the (p+A) evolution strategy for anthority
selection. Pages of top#ub can be divided into 4+1
- (from 0 to d) levels corresponding to the depth for
FDS traversal. Pages with low levels are not
suitable to be seead URLs for next generation

because the next Web subgraph originated from

thein by FDS will overlap the [ast subgraph in

most * parts. Here we define the following’

procedure to control the selection of new seed
URLs, which comprise the set 205

offsel={ £+1)/2; loap=0;

while{ loop<=1}{ .

Jor (each page 2in topHub with hub seoras

. in dascending order)

if (P.depth>=gffset and 7is ot in 2(S and | NSfctn }
select Pinte NS;

i (1 NS bsn) offset—;

loop++:)

refurn N5

“Where sign s» is the required number of seed
URLs. The above selection process represents our
fnllnwmg ideas. New seed URLs should have a
certain offset in depth from the old ones. That
guarantees that we could explore dlffamnt
hyperspace in next generatlun

4.5 Mutation

The final stage of the algorithm is the
mutation. In the context of Web search, we
exploit the mutation to increases the diversity of
domains for searching more different parts of the
Web. We exploit variable mutation probability for
different generations so that we can keep the
number of different domzins of seed URLSs being
constant. To do the mutation, we maintain a list D
of the domain names visited so far since the first
generation. Evagent querdes the famous
commercial search engines, for example Yahoo,
AltaVista or Google etc., with term ¢as keywords.
We think the top-ranked pages returned by them
could be promising ones as the mutation seed
URLs. With variable probability, the pages in A(,
which have low hub values and have domain
names in D, will be replaced by the mutation
URLs. In the following procedure, we use sign
{5 to denote the set of mutation URLs, sign dn to
denote the required number of different domains,
and sign sn to denote the required number of seed
URLs. Going through the entire evolutionary

procedure one géneration is said to produce a new
generation NG={ N[5, topl0qutfority).

while (Homain[2{5}-D{<dn) {
if (P and domain{F) e{domain{N)L/D) add Pinto N3: )
while (|A5{<sn) {
{f{reaisand dammn{!‘jﬂd’amnﬂiﬁl{sj D) add Plnie 25 )
while (|2(ssn) [
if (domain(T) cdomain{N)Dand 2 is with the Iowest imb
values) delele P from 25}

DxTr_domain(A);

4.6 The Number of Generation

It is often a trial-and-error process to select
the number of the generations that enables
evelutionary  algorithm converge. In * our
evolutionary algorithm, from the user’s initial
input PL=(5°, 7), we define the following
procedure to control the number of generations.

LS=SU:LA=C:NA=®; 20=d; g=0;
witile (z<f and the number of generationsamariun)
- {1f (the number of shared URLs with the same
fitness between LA and NA ummthm!ﬂﬁjg-i—!-,

alse p=t);
LA=NA; Compuis a new generation N7 from LS;

AC=ACL/ toplRAntiorityy NA= top I thority
L5=20%]
retwrn lop 10 of ACas final matchesy

The iteration. will be ended whenever the
case, which the new topl0Authority and the last
topl10Authority share at least 90% individuals with
the same fitness, persists 4 generations, or max
generation number comes first.  The top 10
authorities of final 4cC are retumed matches to
user’s quefies.

5 Searching with Evagent

We have conducted a lot of search examples
for testing the algorithm's performance. In this
section, we report a typical search example. The
search example has been performed by several
groups of parameters for different evaluations.
We use 3 functions to compute numerical values

for making convergence or performance curves.

1) FIB.8 0=A(Z g, Md(5 g, P+hd(B g, o
2) SN{g, g#l)=X¥ L  where  if fsmpmﬁomyfg,

ritepl0iuthoriglgedl 1 is umgmd tol; ofherwisz { is
assigned to 6.

3) DN gil)sE ) where if PctoplOAnthority(p)
reopl0Autherity(g+1) and F(T, g, )=F(®, g+l 8) . f Is
assigned to 1; otherwise J is assigned to 0.

(iven a Web page 2 and a search topic & the
first function can compute the page’s authority
score for generation g. The second function can
compute the number of shared top authorities
between vicinity generation g and g+I. In fact,
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the second fonction can examine the Convergence
speed of the algorithm. The third function can

compute the number of shared top authorities with -

different authority scores between vicinity

generation g and g+1. Actually, the third function -

can test the convergence saturation of the
algorithm. ' '

- 'The algorithm was tested by 3 groups of
parameters on search topic: Mobile Agents, which

are autonomous, intelligent programs that move
through a network, searching for and interacting
with services on the user’s behalf.
~ Table 4. Parameters for performance test
Parameters Greupl | Group2 | Groupd
Nuoter of seed URES 20 5,10,25 20
domatmsofemd DRls_| 15 | 5 | 10152
Number of generations 20 20 20
Traversal depth 5,7,9 ] 9
5.1 Effectiveness

In this experiment, we use parameters of Group |
to test the effactiveness of the algorithm. Within
20 generations, Evagent tested 54,396 hypeslinks

. within 300 different domains and identified 705

topic-relevant pages. The evolutionary algorithm
has good sffectiveness. We make this conclusion
from numerical results, which can be explained
from the following two angles. Firstly, the final
top 10 authorities are highly topic-relevant.

Table 5. Top 10 autherities for Mobile Agents

bttpz/fwww.rescarchibm convmassive/
Moblle Apenis: Are ﬂuﬁc good idsc?, IBM Research Report
hitp=ffwww.omg.a bin/docTorbos/97-10-05
Mobile Agent System Interoperability Facilities Specification by
GMD FOKUS

hﬁpﬂh&bﬂwmﬂﬂwwmhpeﬁ
Mobile Agent Technology: Current Trends and Perspeciives, o
research paper by G. Cabri

ﬂ-ﬂ“hlﬂﬁﬂﬂ'g
P S T T N TR T fa— |

hitp/iwww.s.darimouth.edu tz:futuredf
Mobils Agents and the Futare of the Internet by David m end
_Robert S. Gray

. | Plangent, a mobile system by Toshiba

hitpiwww.trlibm.com/agletafindex_ehim
Aglets, a mobile agend system by I1BM

hitpzagent.cs.dartmeouth.edo/

D’ a mobile agent system by Dorimouth Colle

hitp fiwwwrecursonsw.com/products/voyager/voyager.asp
Vorager, A Mabile agent 3 By Reeursion 5o Inc
hitpifwww.toshiba.co.jp/plasgent/indechim

hitpJiwww.cetus-links.org/an_mobile_agents.html
Tha Cetus Links on mobile ngenis
http:fmoleinformaticuni-stutigart.de/mal/malhtml

Mole, 2 mobile apent List by University of Stuttgart, Germany

We have the URLs checked by researchers on
mobile agents at our Faculty. They are satisfied
with both the authority of result URLS and their
ranks. Secondly, fitness values increasingly
synchronize the number of generations,
Convergence curves are jllustrated in Fig. 3.

Although the fitness values are quite different for
different depths and. vary severely at first
generations, they wvary slightly and converge
progressively to a2 constant after certain
generations. y

g Anihority
N L

20 4
a0 1

A REL

S S T RS S T S S U S TR DU IS ST VR S Y S T
1 2 3 4 4 5 7 E % 10 ILTIZT 1% 14 15 16 17 11 13 20

Fig. 3. Fitness curves from Group 1

5.2 Traversal Depth

In this experiment, we also use parameters of
Group 1 to examine how the traversal depth
contributes to the convergence of our evolutionary
algorithm.

g I
Nambers

I-i!-tl —+d =23 w2 § =+ T e B i 112413131 541 ) T T B —19920
Fig. 4. Convergence curves for different depths

Fig. 4 shows that large depth makes a significant
contribution to the algorithm’s performance. If the
depth is small, the convergence curve fluctuates
for more. generation before it converges to a
steady status. With large depth, quick
convergence followed by saturation takes place.

5.3 Other Evolutionary Elements

Size of initial population for each generation
is the number of seed URLs in our evolutionary
algorithm. In order to determine how the number
of seed URLSs contributes to convergence, we use
parameters of Group 2, which keeps other
parameters constants except for the number of
seed URLs. Convergence curves (omitted because
of the length of the paper) show that {arge number
of seed URLs makes a significant contribution to
our evolutionary algorithm's performance. Within



IC-Al ‘02 International Conference

933

20 generations, Only the computation with 25
seed URLs gets good convergence. Small number
of seed URLs less than 10 fails to converge with
satisfied fitness.

The influence of the mutation probability on

our evolutionary algorithm’s performance is also -

examined. In order to determine how the mutation
probability contributes to convergence, we use
parameters of Group 3. We make the mutation
probability varying from generation to generation
so that numbers of different domains of seed
URLs are kept as constants 10, 15 and 20
respectively for 3 computations. From the
convergence curves (omitted because of the
length of the paper), we conclude ‘that large
mutation probability, ie. -large number of
- different domains of seed URLs contributes
sipnificantly to the algorithm’s performance,

-6 Conclusion and Future Work

We couldn’t just rely on the textual contents

- of a Web page to figure out what topic it is about,

becausz many Web pages are not self-descriptive.

Bowever, link-based search engines suffer from

other limitations: their promising subgraph of the

Web is not- only not large enough but also

incomplete for computing authority score for

identifying strongest authorities within it. Our
evolutionary approach can overcome text-based
and link-based search engines’ limitations by:

1) mining the descriptive information about a
Web page not only by its-textual contents but
also by link texts using our fitness functions;

2} building a promising space by changing seed
URLs and reconstructing the subgraph of the
Web by our reproduction operation;

3) increasing the precision of the authority and
hub scores of a Web page by introducing
more potential parents and children of the
page when a new subgraph is reconstructed .

The experimental outcomes suggest that the .

evolutiopary mathodology is really a good idea
for the Web search. Analysis to the numerical
results bring us to the following conclusion.
Given a topic, the size of the topic-specific Web s
almost constant during a very short period.
'Because of this reason, evolutionary elements,
such as larpe traversal depth, large size of initial
population, and large mutation probability,
contribute significantly to the convergence and
performance of our evolutionary algorithm. The
underlying principle, which makes Evagent highly
effective, is that with evolutionary pamadigm, we

are not just for optimising; we are also creating
conditions in which optimisation occurs.

Future research needs to focus on a deeper
level of understanding the effectiveness and
performance of our evolutionary algorithm and
exploiting this information for the methodology
improvement. Another area of future research can
focus on contributing Evagent to more Web
applications, such as Search-by-Example,
Mirrored Hosts Finding, and Web page
Cateporization. Future work will also focus on
moving Evagent from client side as an agent to
server side as a search engine. More search agents
like Evagent are distributed, and they can search
different parts of the Web in parallel. By this
parallel computation, we can cope with the
dynamic nature of the Web very well.
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