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Abstract

The fusion of clustering and least square based method for
the classification of suspicious areas into benign and
malignant classes in digital mammograms was investigated in
our previous paper which showed some promising results.

This paper extends the investigation by combining a self

organising map (SOM) based clustering with modified gram-
schmidt (MGS) method. The main focus of the research
presented in this paper is to investigate the effect that the
assignment of input weights from the SOM clustering
algorithm have on the efficiency and accuracy of the neural
network classifier. A number of experiments have been
conducted on a benchmark database. A comparative analysis
with our previous results and other known techniques in the
literature is presented in this paper.

1. INTRODUCTION

Malignant cell growth in breast tissues causes breast cancer.
The breast tissue composition is identical in both women and
men; however women are highly affected by breast cancer
compared to men which have an incidence rate of less than
1%. Even though many factors contributing to the risk of
women getting breast cancer have been identified, the cause
remains unknown. Survival from breast cancer is dependent
on the stage it is detected. Early detection, linked to
appropriate treatment is currently the most effective strategy
to reduce both breast cancer mortality and morbidity
increasing the overall survival rate.

Currently mammography is well-recognized as an early
detection tool due to its potential to detect breast
abnormalities such as masses, calcifications, and other
suspicious anomalies in their primitive stages, usually before
physical symptoms develop [1-3]. Resultant detected
suspicious abnormalities of mammographic screening are

1-4244-1502-0/07/$25.00 © 2007 IEEE

413

further classified as benign or malignant by ultra sound or
histopathological examination for advanced treatment
options.

The interpretation of mammograms for early stage suspicious
abnormalities is a repetitive and fatiguing task with an
increasing risk of overlooking abnormalities. It has been
estimated that 11-25% of Breast Cancers are missed during
routine screening [4]. Moreover, the classification of detected
abnormalities into malignant and benign classes is again a
challenging task due to a high resemblance and abundance of
variety in search patterns. Currently breast cancer is
recognized as the second leading malpractice related
condition in clinical practice with a high occurrence of
misdiagnosed and delayed treatment cases [5]. Practical
studies have illustrated that computer-aided detection systems
have efficiently detected early stage breast abnormalities,
which were missed by radiologists in first pass
mammographic interpretations [6]. Along with skilled
radiologists, a computer supported detection and
classification technique can effectively improve and
accelerate the overall interpretation process.

Since the amount of data that physicians and radiographers
must analyse has increased dramatically an accurate and fast
diagnostics system is required. Without such a system
misdiagnosis can have dire consequences. False negatives
can lead to patient demise while false positives are physically
and psychologically taxing on patients. In both instances an
unnecessary financial and resource burden is placed on our
health care system. CAD systems have already demonstrated
their ability in improving the diagnostic capabilities of
radiographers [7]. Since one of the key features of expertise
in a field is skill gained through experience and that feedback
can assist in refining and developing skills a CAD system can
be an invaluable adjunct in the day to day work and also in
the training of radiographers [8].
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The ability of neural classifiers to learn from the attributes of
given class patterns and to classify unknown patterns of given
classes into appropriate classes using the acquired knowledge
has shown its potential [9-25] in the field of digital
mammography. The work conducted by Verma and Panchal
[11]; Zhang, Verma and Kumar [13] have shown great
potential for finding appropriate features and classifying them
into benign and malignant classes. The work conducted by
Cheng et al. [9] presents a comparative analysis of various
algorithms and techniques for computer-aided detection and
classification of microcalcification and mass types of breast
abnormalities in digital mammography. Techniques such as
artificial neural networks [10, 11, 15-18], fuzzy logic [10, 26-
28], and wavelet transforms [29, 30] are the most commonly
used forms of detection and classification of malignant and
benign patterns in digital mammograms. Chitre et al. [17]
compared the artificial neural networks and the statistical
methods for microcalcification pattern classification. They
obtained a classification rate of 60%, which was better than
the statistical classifiers. A comparative study of a radial basis
function (RBF) and a multi layer perceptron (MLP) neural
networks for the classification of breast abnormalities using
texture features was performed by Christoyianni et al. [18]
and Bovis et al. [16]. They concluded that MLP obtained 4%
higher accuracy than RBF. Yu et al. [31] used a multilayer
feed forward neural network. They obtained good true
positive accuracy at the cost of a very low false positive rate.
Verma et al. [12] used a back-propagation neural network for
the classification of suspicious lesions extracted using a fuzzy
rule based detection system. They obtained 88.9%
classification rate using a manual combination of features.
Zhang et al. [13] used a genetic algorithm for neural network
learning in their study of microcalcification pattern
classification in digital mammograms. They have attained a
good 90.5% accuracy rate on a test data set at the cost of a
low accuracy rate on the training data set. Wroblewska et al.
[32] proposed a new segmentation and feature extraction
technique for the reliable classification of microcalcification
patterns which achieved a low classification rate (78%) on the
DDSM database.

Despite the success of neural classifiers [9-12, 16, 18, 26]
compared to other techniques in classifying breast
abnormality patterns into benign and malignant classes, there
are many drawbacks with current neural classifiers for the
diagnosis of breast cancer. In other instances these problems
are compounded due to malignant and benign abnormalities
having similar characteristics [33]. Therefore, this paper
focuses on removing some of these problems and improving
the classification process. The primary aim of this study is to
incorporate an unsupervised clustering algorithm such as self-
organising map with a least square mechanism for
determining clusters and weights of a multi-layer perceptron
type neural network based classifier. The use of such a
technique allows for the fast training of the classifier and
overcomes the inherent problems of utilising clustering
algorithms like backpropagation where a local minima or

network paralysis could lead to less than optimal

performance.

The remainder of this paper is organised into four sections.
Section 2 discusses the proposed SOM-MGS approach.
Section 3 presents the experimental results obtained with the
proposed approach. Section 4 covers a brief discussion and a
comparative analysis on the experimental results obtained
with the proposed approach. In section 5, conclusions are
drawn and future research directions are addressed.

2. PROPOSED SOM-MGS APPROACH

The proposed SOM-MGS approach is part of a full research
methodology which is used to conduct experiments. The full
research methodology is presented below in Figure 1 and all
steps are described below in detail.

A.  Image Acquisition — Digital Mammogram

The digital mammograms from the University of South
Florida’s Digital Database for Screening Mammography
(DDSM) are used in this study. The DDSM is a benchmark
database which is widely used by researchers to compare their
research work with other researchers in the area of computer
aided diagnosis of breast cancer [34]. The database contains
approximately 2600 studies of malignant, benign, benign-
without-callback and normal cases and it has been divided
into training and testing sets. The training set is used to train
the system and the test set of data is used to test the system.

B.  Area Extraction

The process of dividing a mammogram into distinct and
discrete regions is called Area Extraction or Image
Segmentation. This process is useful for subsequent phases
since the mammogram is divided into Regions of Interest
(ROI) which reduces the usage of system resources by
discarding inappropriate regions. ROI represent regions of
suspicion; however these regions will contain both malignant
and benign abnormalities.

C. Feature Extraction/ Selection

The characteristics (features) used to classify benign or
malignant patterns can impact strongly on the systems
performance and accuracy. Various features when utilised
may be appropriate for classifying microcalcification
anomalies but yield less than satisfactory results on mass type
anomalies. It has therefore been argued that feature
extraction and or selection could be the most important step in
the process. Often a set of features are combined or used
together since the classification accuracy of a single feature is
not sufficiently discriminating in itself. When choosing a
feature set the aim is to maximise the classification rate. A
set of six features has been utilised in this research
representing four BI-RADS descriptor features together with
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patient age and a subtlety value feature [34]. All six features
are:

e Density

e  Calcification Type / Mass Shape,

e  Calcification Distribution / Mass Margin,

e  Abnormality Assessment Rank

e Patient Age

e  Subtlety Value

The BI-RADS lesion description features were specified by
an expert Radiologist according to the BI-RADS lexicon.
The case information associated with each case also includes
information such as patient age when cancer was diagnosed.
The subtlety value is a measure of how difficult a lesion is to
find. Age is important since it has a correlation to the
likelihood of developing breast cancer.

The feature sets are the inputs of the multi-layer perceptron
Neural Network, which was used for performing the
classification as benign or malignant classes. The Neural
Network consisted of only one hidden. The number of nodes
in the neural network was adjusted in an attempt to achieve
optimal classification accuracy.

D. Learning Process

The learning process is comprised of several steps. SOM is
utilised to cluster the input features into a number of clusters.
The learned cluster values then become the input weights
which are assigned to the hidden layer (Fig. 1) of a multi-
layer perceptron type neural network. The input weights of
the hidden layer represent a weighting between the input (the
feature set used for classification purposes — designated by
(a)) and the hidden units of the neural network (b). In our
research only a single hidden layer was used but with a
variable number of hidden units which can impact on the
overall performance of the system. Different numbers of
hidden units were used in order to obtain an optimal range.

The output layer of the neural network (c) is the classification
of the suspicious region as either a benign or malignant class.
In order to achieve this, the network utilises weights between
the hidden layer and the output layer. These weights need to
be calculated or learned by the system. Once the number of
hidden units has been specified for the system we expose it to
a training set of mammograms where the benign or malignant
class is known and calculate the weights which are adjusted
as the system learns by using a modified Gram-Schmidt
method. Once the weights from the clustering and modified
Gram-Schmidt have been calculated on a training dataset they
are then utilised to classify a test dataset to determine how
effective the neural network classifier is, after it has been
trained.
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Fig. 1: An Overview of the Proposed Research Methodology
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3. EXPERIMENTAL RESULTS

The proposed approach has been implemented in C++ on the
Windows platform and is composed of two programs. The
first performs the clustering using SOM and outputs the
learned cluster weights to a file. The second program
contains the neural network and reads the output cluster
weights utilising this as the input weights to the neural
network. The network is then trained to calculate the output
weights utilising a modified gram-schmidt algorithm as
detailed in the proposed SOM-MGS section of this paper. A
number of experiments were performed by changing the
number of clusters for SOM and number of hidden units
(SOM-MGS). The features for the experiments were extracted
from suspicious areas of digital mammograms taken from the
DDSM database. The results for SOM-MGS and Kmeans-
MGS (our previous research) are presented in Table 1.

TABLE 1: THE CLASSIFICATION RESULTS

No. of . No. of . Classification
Clusters | Hidden Units | Research Methodology Accuracy [%]
21 19 SOM-MGS 95 92
Kmeans-MGS 50 50

22 19 SOM-MGS 94 88
Kmeans-MGS 95 92

24 24 SOM-MGS 94 91
Kmeans-MGS 50 50

25 21 SOM-MGD 96 85
Kmeans-MGS 96 87

27 17 SOM-MGS 94 86
Kmeans-MGS 95 92

28 28 SOM-MGS 95 87
Kmeans-MGs 95 91

comparison to SOM-MGS. The number of iterations of the
system did not impact on the results obtained. The higher
consistent results obtained by using the k-means input
weights indicates that it was better able to generalise in this
instance.

4. COMPARATIVE ANALYSIS

The experiments presented in previous section were analysed
and the results were compared with other existing approaches.
The highest classification accuracy of 92% on test set was
obtained. Figure 2 shows the classification rates attained by
our proposed research methodology and existing techniques.
Bovis et al. [16] attained 77% classification accuracy with
BPNN and 78% with RBFNN on 161 breast images of MIAS
dataset. Wu et al. [15] used a dataset containing 500 masses
from the China Society for Industrial and Applied
Mathematics. They reported highest 87.77% classification
accuracy using the weighted average fusion algorithm on
balanced input patterns to their NN ensembles and a highest
88.27% accuracy with the perceptron average fusion
algorithm on imbalanced input patterns. Wroblewska et al.
[32] have reported a 76% classification rate with their neural
network based automated classification technique on the
DDSM database. Panchal et al. [25] used an auto-associator-
MLP based classifier and they reported 90.9% accuracy on
test set; however the training of auto-associator and MLP
took much longer time than the proposed methodology.
Verma [35] proposed a neural algorithm which produced 94%
accuracy on test set, however more iterations were used.

The training and testing sets were each comprised of 100
mammograms. These sets each contained 50 malignant and
50 benign classes. The SOM clustering algorithm was run for
100, 200 and 1000 iterations. The SOM-MGS output weights
were calculated for 2-40 hidden units and in all test cases the
number of features was held constant at 6.

The highest testing classification rate of 92% with the
corresponding testing classification rate of 96% was attained
with both SOM and Kmeans clustering algorithms. However
the network topography that attained the highest testing
classification rate of 92% with SOM-MGS couldn’t work
well with Kmeans-MGS.

Both SOM-MGS and Kmeans-MGS obtained similar
classification accuracy being 92% on the test data. However
these results were obtained with a different number of clusters
and nodes for each algorithm.  The highest training
classification rate was 96% for both clustering algorithms. It
was however noted that the Kmeans-MGS tended to have a
higher number of classifications for both the testing and
training set at the highest classification accuracy in

Comparison of Classification Accuracy
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5. CONCLUSIONS
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‘We have presented a SOM-MGS based technique which has
demonstrated that the combination of clustering algorithm
such as SOM with modified Gram-Schmidt can produce good
classification accuracy. However, more investigations with
large number of clusters and other network parameters are
needed to improve the 92% classification accuracy. The
experiments showed that a small number of iterations and less
training time in comparison to other techniques were required
for SOM-MGS to obtain good clusters for hidden weights and
overall training of the neural network. The modified Gram-
Schmidt used for obtaining the output weights takes just one
pass (non-iterative process) to adjust the weights. It was also
noted that the k-means-MGS produced more consistent
classification accuracy in comparison to SOM-MGS. The
experiments performed were run for one feature set but varied
the number of clusters and nodes. Our future research is to
investigate more clusters and other feature sets to determine if
a more optimal set of clusters and features will boost the
classification accuracy of the system. Other research
directions could also include alternative or multiple clustering
algorithms.
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