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Abstract

With the development of computing and communication technology, networked sys-

tems in which information is exchanged through communication networks have be-

come prevalent in a variety of practical applications. A considerable number of these

systems have scarcely adequate computation and communication network resources.

Notice that, network dynamics usually affect the quality of the performance of net-

worked systems; network-based control or filtering design generally interferes with

the quality of service of communication networks. Therefore, successful implemen-

tation of networked systems over communication networks requires the adequate

integration of control or filtering with intelligent computation and communication

networks. This research establishes an information scheduling middleware to effi-

ciently utilise the limited communication resources and the computation capacity

while preserving the desired performance of networked systems. In this proposed

middleware, an event-triggered scheme is given to provide a tradeoff between the

performance of networked systems and the utilisation of communication network

resources. A scheduling mechanism is derived to avoid traffic congestion in the

communication network by introducing a fluid-flow model. By using this informa-

tion scheduling middleware, the issues of network-based control and filtering are

investigated. First, a fluid-flow model of the communication network and an event-

triggered scheme are integrated to develop a new framework, in which the criteria

of stability and stabilisation are derived for networked systems under simultaneous

consideration of control system performance and network dynamics. Second, based



on network dynamics, an online scheduling strategy is proposed to design the H∞

filter for networked systems in the framework with the information scheduling mid-

dleware, the Information Dispatching Middleware (IDM). Third, the IDM is applied

to distributed control for large-scale networked systems and a codesign method is

obtained to determine the parameters of the IDM. Fourth, the mechanism of the

IDM is analysed to investigate the cooperation between the Information Selection

Module and the Congestion Avoidance Module in the IDM. Based on the IDM, dis-

tributed filters are designed considering the dynamics of communication networks.

Finally, numerical and practical examples are given to demonstrate the effectiveness

and advantages of the proposed information scheduling middleware.



Acknowledgements

I express my deep appreciation to my principal supervisor, Laureate Professor Qing-

Long Han, for his enlightening guidance, invaluable discussions and insightful ideas

throughout the past three years. What I have learned above all from being his

student is profound respect his rigorous and diligent attitude to scientific research.

Further thanks go to Dr. Fuwen Yang and Dr. Yu-Long Wang, my associate

supervisors, for their expert advice and genuine help with my research. I am pleased

to thank Dr. Dennis Jarvis for his invaluable advice and sincere help not only for

my research but also for my career. I also remain grateful to Dr. Xian-Ming Zhang

who gave me professional guidance and technical advice on this research work.

My student life at Central Queensland University would have been more difficult

if not for the friendships with the students and research staff in the Centre for

Intelligent and Networked Systems.

Finally, I would like to express my deepest gratitude to my parents and parents-

in-law, my wife, brother and sister for their love, encouragement, and support. My

determination to complete this project owes a great deal to you, James Junyi Lin,

my wonderful infant son.





Table of Contents

Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Control and filtering of networked systems over communication net-

works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Network-based control . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Network-based filtering . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3 Time-triggered schemes and event-trigged schemes . . . . . . . 4

1.1.4 Event-triggered control and filtering . . . . . . . . . . . . . . . 6

1.2 Communication network dynamics . . . . . . . . . . . . . . . . . . . 9

1.2.1 Congestion control and fluid-flow models . . . . . . . . . . . . 10

1.3 Significance of this research . . . . . . . . . . . . . . . . . . . . . . . 16

1.4 Contributions of this thesis . . . . . . . . . . . . . . . . . . . . . . . . 17

1.5 Organisation of this thesis . . . . . . . . . . . . . . . . . . . . . . . . 21

Chapter 2: Stabilisation of networked control systems based on net-

work dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Integrate intelligent computation and a communication network for

a networked control system . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 A new framework for a networked control system . . . . . . . 27

2.2.2 Network dynamics . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.3 An event-triggered scheme . . . . . . . . . . . . . . . . . . . . 31



2.2.4 Modelling of networked control systems . . . . . . . . . . . . . 35

2.3 Stability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4 Controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.5 A numerical example . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Chapter 3: H∞ filter design for networked systems based on network

dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2 Modelling and problem formulation . . . . . . . . . . . . . . . . . . . 54

3.2.1 A novel H∞ filtering framework for a networked system . . . . 54

3.2.2 Network dynamics in the Congestion Avoidance Module . . . 55

3.2.3 An event-triggered scheme in the Information Selection Module 57

3.2.4 An online scheduling strategy and an H∞ filtering error model 59

3.3 H∞ filtering performance analysis . . . . . . . . . . . . . . . . . . . . 63

3.4 H∞ filter design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.5 An application to a mechanical system with two masses and two springs 72

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Chapter 4: Network dynamic-based H∞ control of large-scale dis-

tributed networked systems . . . . . . . . . . . . . . . . . . . . . . . . 81

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2 Modelling and problem formulation . . . . . . . . . . . . . . . . . . . 84

4.2.1 A framework for a distributed networked system . . . . . . . . 84

4.2.2 The closed-loop of the distributed H∞ control system . . . . . 91

4.3 The analysis and synthesis of the proposed framework for the dis-

tributed system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3.1 H∞ performance analysis . . . . . . . . . . . . . . . . . . . . . 93



4.3.2 H∞ controller design . . . . . . . . . . . . . . . . . . . . . . . 97

4.4 An application to the quadruple-tank process . . . . . . . . . . . . . 100

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Chapter 5: Distributed H∞ filtering for networked systems based on

an Information Dispatching Middleware . . . . . . . . . . . . . . . .111

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.2 Problem formulation and modelling . . . . . . . . . . . . . . . . . . . 114

5.2.1 Sensor network topology . . . . . . . . . . . . . . . . . . . . . 114

5.2.2 A framework for distributed H∞ filtering . . . . . . . . . . . . 115

5.2.3 The model of the distributed H∞ filtering error system . . . . 126

5.3 Analysis and synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.3.1 Distributed H∞ filtering performance analysis . . . . . . . . . 129

5.3.2 Co-design of distributed H∞ filters, congestion controllers and

the event-triggering scheme . . . . . . . . . . . . . . . . . . . 136

5.4 A simulation example . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Chapter 6: Conclusions and Future Work . . . . . . . . . . . . . . . . .151

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .157





List of Tables

2.1 Parameters of the communication network . . . . . . . . . . . . . . . 45

3.1 A low speed network . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.2 Online congestion controller gains and filters . . . . . . . . . . . . . . 74

3.3 An online scheduling strategy . . . . . . . . . . . . . . . . . . . . . . 76

3.4 Minimum values of γ for different λ. . . . . . . . . . . . . . . . . . . 78

4.1 A low speed IP-based communication network . . . . . . . . . . . . . 103

5.1 A low speed TCP/AQM communication network . . . . . . . . . . . 140

5.2 The classification of all sampled signals in 40s . . . . . . . . . . . . . 147





List of Figures

1.1 The architecture of networked systems . . . . . . . . . . . . . . . . . 1

1.2 Evaluation of the window size in TCP Reno . . . . . . . . . . . . . . 11

1.3 The TCP-RED feedback control system . . . . . . . . . . . . . . . . . 12

1.4 RED drop probability as the function of the average queue size . . . . 13

1.5 A middleware framework for information scheduling . . . . . . . . . . 18

1.6 A middleware framework for networked control . . . . . . . . . . . . . 19

1.7 A middleware framework for networked filtering . . . . . . . . . . . . 19

2.1 A new framework of an NCS based on an FFM . . . . . . . . . . . . 28

2.2 Case 1 for the package transmission . . . . . . . . . . . . . . . . . . . 33

2.3 Case 2 for the package transmission . . . . . . . . . . . . . . . . . . . 34

2.4 The state responses of the control system . . . . . . . . . . . . . . . . 47

2.5 The control input of the networked system . . . . . . . . . . . . . . . 47

2.6 Sampling, releasing, and data arriving instants . . . . . . . . . . . . . 48

2.7 Releasing instants and the corresponding intervals . . . . . . . . . . . 48

2.8 The state responses of the networked system with released packages . 49

2.9 The state responses of the FFM with released instants . . . . . . . . 49

3.1 A novel framework with the Information Dispatching Middleware . . 55

3.2 A mass-spring system . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.3 Estimation error e(t) with the event-triggered scheme . . . . . . . . . 77

3.4 Sampling, releasing, arriving instants and network-induced delays . . 77



3.5 Network state responses with event-triggered instants . . . . . . . . . 78

4.1 A framework for a distributed control system . . . . . . . . . . . . . . 85

4.2 The Information Selection Module . . . . . . . . . . . . . . . . . . . . 85

4.3 The uni-packet and actuator update . . . . . . . . . . . . . . . . . . . 90

4.4 The schematic diagram of the quadruple-tank process . . . . . . . . . 101

4.5 Distributed networked control systems for quadruple-tank process . . 102

4.6 The state responses of subsystem 1 . . . . . . . . . . . . . . . . . . . 105

4.7 The state responses of subsystem 2 . . . . . . . . . . . . . . . . . . . 106

4.8 Sampling, releasing and data arriving instants of subsystem 1 . . . . 106

4.9 Sampling, releasing and data arriving instants of subsystem 2 . . . . 107

4.10 The release instants and intervals of subsystem 1 . . . . . . . . . . . 107

4.11 The release instants and intervals of subsystem 2 . . . . . . . . . . . 108

4.12 The state responses of the communication network . . . . . . . . . . 108

5.1 Distributed sensing and filtering for a networked system . . . . . . . . 112

5.2 A framework for distributed H∞ filtering with an Information Dis-

patching Middleware . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.3 The mechanism of the IDM . . . . . . . . . . . . . . . . . . . . . . . 117

5.4 The i-th node in the Information Selection Module . . . . . . . . . . 117

5.5 The subsets of the time interval [tkh + τ(tkh), tk+1h+ τ(tk+1h)) . . . 127

5.6 The coupling among these 4 sensors . . . . . . . . . . . . . . . . . . . 140

5.7 Network dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.8 Sampling, releasing and data arriving instants for filter 1 . . . . . . . 143

5.9 Sampling, releasing and data arriving instants for filter 2 . . . . . . . 143

5.10 Sampling, releasing and data arriving instants for filter 3 . . . . . . . 144

5.11 Sampling, releasing and data arriving instants for filter 4 . . . . . . . 144

5.12 Estimation signals z(t) and z1f(t), z
2
f (t), z

3
f (t), z

4
f (t) . . . . . . . . . . 145



5.13 The filtering error e1(t) of Filter 1 . . . . . . . . . . . . . . . . . . . . 148

5.14 The filtering error e2(t) of Filter 2 . . . . . . . . . . . . . . . . . . . . 148

5.15 The filtering error e3(t) of Filter 3 . . . . . . . . . . . . . . . . . . . . 149

5.16 The filtering error e4(t) of Filter 4 . . . . . . . . . . . . . . . . . . . . 149





List of Symbols

N the set of positive integers

Z the set of non-negative integers

R the set of real numbers

R
+ the set of positive real numbers

R
n the n-dimensional Euclidean space

R
n×m the space of n×m-dimensional real matrices

E{x} the mathematical expectation of the stochastic variable x

Prob{·} the occurrence probability of the event “·”
λmax(A) the maximum eigenvalue of a symmetric matrix A

λmin(A) the minimum eigenvalue of a symmetric matrix A

diag{A1, ..., An} the block diagonal matrix

L2[0,∞) the space of square integrable functions on [0,∞)

(Ω,F,P) a complete probability space

col{· · ·} a block-column vector

E{·} the mathematical expectation of the stochastic variable “·”
AT the transpose of a matrix A

A−1 the inverse of an invertible matrix A

‖A‖ induced 2-norm of a matrix A

‖x‖ Euclidean norm of a vector x

A < B A− B is negative definite for symmetric matrices A and B

I an identity matrix
[
A11 A12

⋆ A22

] [
A11 A12

AT12 A22

]

[
A11 ⋆
A21 A22

] [
A11 AT21
A21 A22

]

∈ belongs to

, defined as

∪ union





Chapter 1

Introduction

Networked systems are a class of systems controlled or estimated through some for-

m of communication networks to ensure a certain quality of performance (QoP), as

shown in Figure 1.1. Compared with traditional point-to-point wired systems, the

Communication Network

PlantPlant

Enc Dec

Plant

Enc Dec

Controller

Filter Filter

Controller

Sensor Sensor SensorActuator
Actuator

Enc

Figure 1.1: The architecture of networked systems

use of shared digital communication networks in networked systems provides several

major benefits, such as low cost, ease of installation and maintenance, large flexi-

bility and high reliability. Due to the advances in computation and communication

technologies, networked systems are becoming prevalent in a wide range of appli-

cations. Examples include mobile robot vision systems, intelligent traffic control

systems, smart power grids and automatic warehouse management systems. Since

the mid-1980s, an amazing growth has occurred both in the theory of networked sys-

tems and in their prevalence. However, the employment of communication networks

also raises several challenges that need to be addressed.
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The most challenging aspect of investigating networked systems is that its study

is an interdisciplinary research area, incorporating control systems, communication

networks, information theory, and computing science [1]. Several studies in net-

worked systems with emphasis on each of these research areas have been published.

From the information theory point of view, the main task is analysis of protocols and

communication sequences in order to improve their performance [2], [3], [4]. From

the control systems point of view, the major issue is the modelling of networked sys-

tems and new control strategies that can deal with network induced constrains [5],

[6]. In the last few years, increasing attention has been paid to intelligent computing

technologies, where event-triggered communication schemes are adopted to schedule

the control signals transmitted in the communication network [7], [8]. Overall, the

literature about networked systems can be roughly divided into two main research

areas: “control and filtering over networks” and “control of networks”.

1.1 Control and filtering of networked systems

over communication networks

In this research area, the model of communication networks is usually presented

in a simplified way, as a black box with a fixed network structure or pre-specified

behaviour [9]. Networked control and filtering, the two main research issues of

networked systems, are investigated to compensate for the communication network

constraints such that some desired performance can be ensured, even under worst-

case fluctuations of QoS (quality of service) of communication networks.

1.1.1 Network-based control

From the system control point of view, “control over networks” deals with the study

of control strategies and control systems design in which data is exchanged through

unreliable communication links. Due to communication constraints and limitations,

the insertion of communication networks into the feedback control loop may exac-
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erbate several issues, such as time delay, see e.g. [10], [11], [12], [13], [14], [15], data

packet dropouts see, e.g. [16], [17], communication constraints, see e.g. [18], [19],

[20], [21], [22] and quantisation, see e.g. [23], [24], [25], [26], [27], [28]. These issues

may degrade system performance or even lead to system instability. On the other

hand, due to the introduction of communication networks, the results using tradi-

tional control theory need to be reevaluated when investigating networked systems

in non-ideal network environments. In general, several approaches are proposed in

modelling, analysis and synthesis of networked systems, such as a discrete-time mod-

el approach [29], [30], a continuous-time approach [3], [19], [31] and a sampled-data

approach [10], [20], [32], [33].

1.1.2 Network-based filtering

In the field of signal processing, state estimation has attracted considerable interest

due to its wide ranging application in processing control, manufacturing, biomed-

ical systems and so forth [34]. The well known Kalman filtering, one of the most

sophisticated state estimation algorithms initially addressed in [35], has been exten-

sively investigated in the research field for several decades. In some cases, external

noise statistics are impossible to tabulate with complete accuracy. Hence, some

researchers are resorting to the state estimation problem based on an H∞ filtering

approach, which was introduced by Elsayed and Grimble in [36]. The H∞ filtering

approach can provide a guaranteed noise attenuation level and is an effective method

of solving the state estimation problem. The main advantage of H∞ filtering is that

no statistical assumption on the noise signal is required and that the noise sources

can be arbitrary signals with bounded energy or bounded average power instead of

being Gaussian.

Different from traditional H∞ filtering schemes, network-based H∞ filtering em-

ploys a shared communication network to communicate and exchange digital infor-

mation between network nodes, such as sensors and filters. Thanks to the advan-
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tages of communication networks, this networked scenario has widely been used in

the fields of embedded control systems, large manufacturing systems and automo-

tive systems. However, due to communication constraints, networking the systems

and filters inevitably introduces new challenging issues, such as time-varying delay,

packet dropouts, information scheduling, inefficient utilisation of communication

network resources, which need to be resolved under new frameworks for network-

based H∞ filtering issue of networked systems. In recent years, H∞ filtering for

networked systems has attracted increasing attention, see for example, H∞ filter-

ing for systems with a limited communication channel in [37], [38], network-based

H∞ filtering for continuous and discrete-time systems in [39], [40], respectively, H∞

filtering for nonlinear networked systems in [41], [42] and the references cited therein.

From the above discussion, it should be pointed out that the fundamental dif-

ference between networked systems and traditional systems is the introduction of

communication networks, which makes control systems more advanced while the

analysis and synthesis of networked systems become more complicated.

1.1.3 Time-triggered schemes and event-trigged schemes

Over the past decade, the bulk of the work on networked systems has been concerned

with analysis and synthesis of networked systems by using a sampled-data approach

(see, e.g. [10], [43], [44] [45], [46], [47], [48], [49], [50]). These studies can be

classified into two types of communication schemes: time-triggered schemes and

event-triggered schemes.

In a time-triggered scheme, the time interval, i.e. between two consecutive trans-

missions, is usually constrained to be less than a fixed constant T , which is called

maximum allowable transmission interval (MATI), see e.g. [3], [4], [43], [51]. T

is generally set as small as technical implementation and communication network

load permit in order to meet a desired performance. As pointed out in [51], such

a time-triggered strategy, although easy to analyse and implement, represents a
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conservative solution that may unnecessarily overload the communication channel.

Especially in distributed networked control systems, the MATI is often obtained

in a centralized manner that is impractical for large-scale systems. As shown in

[52], because the MATI is computed before the system is deployed, such a strate-

gy must ensure different performance levels for all possible subsystem states. As a

result, the time interval needs to be chosen short enough to assure a specified per-

formance level for distributed networked systems. Consequently, larger bandwidth

has to be allocated to ensure that the MATI is achieved. It is obvious that the

time-triggered communication scheme leads to inefficient utilisation of the limited

network resources and the wastage of energy resources. In this context, one would

expect that the transmission intervals should not just satisfy a prefixed limit but

rather be based on the current requirement of the system and the current dynamics

of the network, the channel occupancy, and even the desired performance.

To overcome the drawbacks of the time-triggered communication scheme, some

researchers, see, e.g. [49], [53], [54], [55], [56], [57], propose event-triggered schemes.

One significant characteristic of event-triggered schemes is that the control or filter-

ing tasks is executed only if a predefined event generated condition is violated. That

is, event-triggered schemes only release sampled signals when “needed” [52]. In this

case, “needed” means that the measurements of the system states or outputs satisfy

a specified event generated condition. Compared with time-triggered schemes, an

event-triggered scheme at least has the following advantages:

• It is executed in the same way that a human behaves as a manager [54];

• It trades available computation resources for precious communication network

resources, such as network bandwidth and energy resources.

• Communication resources can be saved while the desired quality of perfor-

mance can be ensured.
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1.1.4 Event-triggered control and filtering

Due to the significant advantages of event-triggered schemes, event-triggered control

for networked systems has become a hot research topic in recent years, see e.g. [7],

[57], [58], [59], [60], [61], [62] and the references therein.

In [54], an implementation with an event-based proportional-integral-derivative

controller was introduced by Årzén. The result showed that the system perfor-

mance would not be degraded appreciably while the computation resources could

be sufficiently reduced in comparison to a discrete-time implementation. Heemels

et al. in 1999 [27] also did similar pioneering work showing the benefits of event-

triggered control in their investigation of the synchronisation issues between two

electrical motors. Analytical results of the event-based approach were first derived

by Åström and Bernhardsson in 2002 [53], where an event-triggered approach was

proposed as one of the aperiodic scheduling mechanisms to indicate that under

certain circumstances such an approach gave better performance than the periodic

sampling approach. Due to the benefits of event-based control, such as the reduction

of communication bandwidth, computation resources and energy resources, better

performance was achieved. Consequently, a variety of event-triggered condition-

s have been proposed in the implementation of networked systems to investigate

control, filtering, synchronisation, and consensus issues.

For example, in [57], the problem of scheduling control tasks on embedded pro-

cessors was studied. An event-triggered scheme was proposed to determine which

data was executed at any given instant. Under this scheme, the performance of the

control system was guaranteed and also traditional periodic execution requirements

were relaxed. An execution model was proposed in [63], where the data was only

sampled “when needed”. Thus, a considerable amount of computational resources

were saved. In [58], two implementations of event-triggered and self-triggered poli-

cies over sensor-actuator networks were introduced. In these two implementations,
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a feedback control law was designed such that the number of executions was re-

duced while the desired level of performance was guaranteed. In [52], a distributed

event-triggering scheme for distributed networked control systems was proposed,

where packet loss and transmission delays were considered. In this scheme, a sub-

system broadcasts its state to its neighbors only when the subsystem’s local state

error exceeds a predefined threshold. Moreover, the maximal allowable number of

successive data dropouts and the state-based deadlines for transmission delays were

predicted. Decentralized event-triggered feedback schemes were proposed in [7] and

[59] for linear and nonlinear networked control systems, respectively. An event-

triggered scheme was given for perturbed linear systems in [55], where the control

performance (practical stability) was analysed. Scheduling of event-triggered con-

trollers over networks was considered in [60], in which different MAC protocols were

compared in simulations.

The implementation of event-triggered schemes usually requires extra hardware

to detect system states or outputs so that the next sampling time can be computed

at the current sampling instants. When hardware is difficult to modify or update,

alternative software schemes are required. These so-called self-triggered schemes are

proposed in [50], [64], [65]. Under self-triggered schemes, an estimation of the next

sampling interval is determined with online computation without any hardware.

In event-triggered control systems, the inter-event time between two consecutive

events is an important issue, which is required to be larger than a certain positive

constant; otherwise, the Zeno phenomenon may be exhibited [49], [66]. To avoid

the occurrence of the undesired Zeno phenomenon, periodic event-triggered schemes

were proposed in [67], [68], [69], [70]. The proposed schemes not only directly provide

a guaranteed minimum inter-event time, at least longer than the sampling period

h > 0, but also can easily be implemented by using embedded software architec-

tures. An important event-triggered scheme — discrete event-triggered scheme —
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is introduced by Yue et al. to investigate H∞ control for linear systems in [67], in

which both the controller gains and the parameters of the event-triggered scheme

can be codesigned in terms of a set of linear matrix inequalities. Further results

about the discrete event-triggered schemes have been derived by Zhang and Han in

[68] and Peng and Han in [69]. The focus of these results is on the codesign issue

to achieve a tradeoff between the desired quality of performance of the networked

control systems and the utilisation of communication network resources.

In network-based filtering, along with event-based control, the event-triggered

state estimation has received the same considerable attention and several important

results have been addressed, see e.g. [71], [72], [73], [74], [75], [76], [77]. More

specifically, in [71], event-based H∞ filtering was studied for a class of networked

systems with communication delays. In [72], a modified Kalman filter algorithm

was presented by using a send-on-delta method based on an event-triggered sampling

scheme. In [73], the state estimation problem was investigated by using the send-on-

delta transmission method but without considering network-induced delays and data

packet dropouts. In [74], a novel event-triggered estimator was proposed, where the

measurements were updated when an event occurs rather than at each synchronous

sampling instant. In [75], a particular scheme named the area-triggered method was

proposed and a networked estimator problem based on a Kalman filter to estimate

the states of the system was presented to deal with network-induced delays and

data packet dropout. Based on an event-triggered sampling scheme, a modified

fault isolation filter for a networked system with multiple faults was implemented in

a novel form of the Kalman filter in [76]. An estimator problem for event-triggered

sampling systems with packet dropout was studied in [77].

As stated above, the results of studies on event-triggered control and event-

triggered filtering provide some techniques that are commonly referred to. It is

also worth mentioning that some of the aforementioned results on event-triggered
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schemes, see e.g. [7], [57], [59], [78], are concerned with analysis issues and are

based on a common assumption that the gains of the controllers or the filters must

be known in advance, due to the difficulty of the design based on the criteria estab-

lished by the studies. Moreover, the minimum inter-event time must be ensured in

some forms of event-triggered schemes. However, in practice, the minimum inter-

event time is difficult to obtain or may be shown not to exist. Furthermore, the above

methods are usually specific to the control techniques and very few researchers have

considered network dynamics, which enable the QoS of the supporting communica-

tion networks to be incorporated into the control or filtering loops.

Although the event-triggered scheme can save communication network resources,

such kind of triggered scheme may also lead to inefficient utilisation. Triggered

signals are of fundamental importance for networked systems. Their relationship

poses two challenging issues:

• How to design an event-triggered scheme to respond to varying levels of QoS

of a communication network and then determine rates of data transmission;

• How to schedule the communication network to maintain its QoS to serve

the event-triggered scheme in order to achieve a tradeoff between the system

performance and the QoS.

When both of these challenges are handled, the relationship between networked

systems and communication networks can be established. Therefore, it is necessary

to take network dynamics into consideration when the “control of network” is studied

for networked systems.

1.2 Communication network dynamics

The rapid development of communication networks and computation technologies

has provided several advantages and challenges for control system engineers to de-

sign and implement intelligent networked systems. How “control of networks” can
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dynamically serve networked systems within a unified framework becomes a new

trend both in theory and in practice.

From the network dynamics point of view, “control of networks” is mainly con-

cerned with providing a certain level of performance for a data flow to achieve

efficient and fair utilisation of network resources. The research into “control of net-

works” spans several topics including congestion control, scheduling, routing and

network protocols. Since a data transmission network is inherently a distributed

system, in order to establish good values of the performance indicators, efficient

means of resource sharing and traffic management should be implemented. Among

the traffic regulation mechanisms, congestion control (or data flow control) plays a

key role in ensuring coordinated access to the available resources.

1.2.1 Congestion control and fluid-flow models

Several techniques from operational research are adopted to study the design and

control of modern communication networks such as optimisation, network program-

ming and stochastic modelling. Stochastic modelling is the most widespread of these

techniques because of the fact that this linearised model of the communication net-

work, derived in [79], makes it possible to employ classical control system techniques

to develop controllers subject to network parameters like load level, propagation de-

lay, etc. The increasing number of applications in IP-based communication networks

have made congestion control become a key issue to be addressed in meeting recent

increasing demand for QoS in applications, such as networked real-time systems.

Some of the recent accomplishments in the area of congestion control include the

development of mathematical models for data flow control under various Internet

protocols, see e.g. [80], [81], [82], [79], [83], [84]. Significant progress has been made

in the theoretical understanding of network congestion control from an optimisation

standpoint in a framework defined by Kelly in [85]. Here, the stability and fair

allocation of a rate control algorithm for communication networks is analysed and
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the issue of how to share the available bandwidth within the network is addressed.

The importance of an accurate fluid-flow model for the analysis and design of net-

work dynamics has been illustrated in [86]. Since then, the effects of time delays

and nonlinearities in the network fluid flow model have also been studied, see e.g.

[87], [88], [89], [90], [91], [92], [93]. As an alternative to classical congestion control

schemes developed using intuition and simple ad hoc control techniques, much ef-

fort has recently focussed on congestion control by using techniques such as optimal

control [94], artificial neural networks [95], fuzzy systems [96] and nonlinear control

[97], [98].

Figure 1.2: Evaluation of the window size in TCP Reno

Active Queue Management (AQM), an important scheduling policy, interacts

with the TCP congestion control mechanism to manage the queue length. One of

the most popular algorithms of AQM is Random Early Detection (RED), which

was presented by Floyd and Jacobson in 1993 [99]. By using the RED strategy, the

TCP congestion control mechanism involves four algorithms: slow start, congestion

avoidance, fast retransmit, and fast recovery, which are in Figure 1.2, devised by

Jacobson in [100].

To analyse the dynamic behaviour of the congestion control mechanism, we firstly
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introduce a discrete-time dynamic model of a TCP-RED congestion control system,

as shown in Figure 1.3.

1( , )K KA q q
+

( , )KT P R

1Kq +

( 1)KH q +

1KP +

Kq Kq
Sender Receiver

Feedback Law

RED Module

Figure 1.3: The TCP-RED feedback control system

In Figure 1.3, a complex throughput function T (pk, R) proposed in [101] is de-

scribed as

T (pk, R) =
MK

R
√
pk

(1.1)

whereM is the packet size, K ∈ [1,
√

3/2] is the constant parameter, R is the round

trip time, pk is the probability of packet loss at time tk.

At time tk+1, each sender adjusts its transmission rate based on the drop prob-

ability pk to obtain a new queue length qk+1 as

qK+1 =







0, pk ≥ p0

B, pk ≤ p1

(
cKN

(c− λ(1− pk))
√
pk

− R0c

M
), otherwise

(1.2)

where B is the buffer size, M is the packet size, c is the link capacity, N is the

sessions, λ is the transmission rate of the UDP connection, R0 is the round trip

time, p0 = (NMK/R0c)
2, p1 = (NMK/(bM +R0c))

2.

The RED algorithm calculates the weighted moving average of the queue size.

Let qk+1 be the current queue size and wq ∈ (0, 1) be the exponential averaging
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weight. The RED algorithm updates the average queue size as

q̄k+1 = (1− wq)q̄k + wqqk+1 (1.3)

To manage the length of the queue by randomly dropping packets with a probability

pk, the obtained average queue size is determined by two parameters: minimum

queue threshold qmin and maximum queue threshold qmax. As shown in Figure 1.4,

if the average queue size is smaller than qmin, the packet is released to the queue; if

the average queue size is between qmin and qmax, the packet is dropped out with the

probability p; if it exceeds qmax, the packet is marked or discarded. The function for

the average queue size can be then expressed as

pk+1 =







0 if q̄k+1 ≤ qmin
q̄k+1−qmin

qmax−qmin
pmax if qmin < q̄k+1 < qmax

1 if q̄k+1 ≥ qmax

(1.4)

where pmax is the maximum packet drop probability.

Figure 1.4: RED drop probability as the function of the average queue size

A nonlinear dynamic fluid-flow model was firstly proposed in [102] to examine

the interactions of TCP flows with a single RED router as shown in (1.5). The

dynamic behaviour model of the TCP congestion control mechanism was developed

by using a fluid-flow and stochastic differential equation analysis approach. The
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window size W (t) and the average queue length q(t) are used as state variables.







Ẇ (t) =
1

R(t)
− W (t)

2

W (t− R(t))

2R(t−R(t))
p(t−R(t))

q̇(t) =
N(t)

R(t)
W (t)− C

(1.5)

where W (t) is the expectation of the TCP window size; q(t) is the expectation of

the queue length; R(t) is the round trip time; N(t) is the load factor (number of

TCP sessions); p(t) is the probability of packet marked or dropped; C is the link

capacity.

By linearising a fluid-based nonlinear TCP model, a linear fluid-flow model for

TCP-RED congestion control mechanism was investigated in [79] and [103]. From

a control theory point of view, the researchers performed the analysis of TCP inter-

actions by using RED under equilibrium points. They presented effective methods

by using control theory for choosing proper RED parameters which led to local sta-

bility of the dynamic system on the preset equilibrium points. The dynamic model

linearised around the equilibrium points can be described as







δẆ (t) = − N
R2

0
C
(δW (t) + δW (t− R0))

− 1
R2

0
C
(δq(t)− δq(t− R0))− R0C

2

2N2 δp(t− C)

δq̇(t) = N
R0
δW (t)− 1

R0
δq(t)

(1.6)

where δW = W −W0; δq = q− q0; δp = p− p0; {W0, q0, p0} is the set of operating

points; W0 is the expectation of TCP window size; q0 is the expectation of queue

length; R0 is the round trip time; C is the link capacity; Tp is the propagation delay;

N is the load factor (number of TCP sessions); and p is the probability of packet

marked or dropped.

An accurate model of TCP with RED helps to understand and predict the dy-

namic behaviour of the network. In addition, the model helps to analyse the stability

margins of the system and provides design methods for selecting network parameter-

s. The design methods are important for the network designers to improve network

robustness. Therefore, modelling TCP with RED is an essantial step to improve
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the service provided to control and filtering of networked systems and to efficiently

utilise precious network resources. Motivated by this observation, this thesis will

study the control and filtering of networked systems based on the fluid-flow model

of network dynamics, which are based on the TCP congestion control mechanism

with RED strategy, a widely deployed AQM policy.

As stated previously, although the advantages of networked systems are well

understood and have been demonstrated through practical applications, to the best

of the author’s knowledge, there are no theoretical results in the literature for control

and filtering of networked systems considering network dynamics. There are several

problems that need to be addressed when network dynamics are involved in the

analysis and synthesis of networked systems. More specifically, the following research

problems need to be solved:

• How to reduce the complexity induced by a consideration of “control of net-

works” issues when investigating “control and filtering over networks” for net-

worked systems;

• How to abstract the main research issues in both control systems and commu-

nication networks, and model them in a unified framework, which is indicated

as a link between “control and filtering over networks” and “control of net-

works”;

• How to schedule the information to efficiently utilise the communication net-

work resources and computation capacity while preserving the required system

performance;

• How to design online scheduling strategies for networked systems to adapt

different QoS (quality of service) levels of communication network to achieve a

better QoP (quality of performance) of networked systems while compensating

network-induced time-varying delays;
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• How to use the derived framework based on network dynamics to investigate

control issues for a large-scale distributed system, and how to codesign the

parameters of the controllers, the filters, the event-triggered scheme and the

congestion strategies;

• How to analyse the dynamic interaction between networked systems and com-

munication networks in the proposed unified framework to investigate the

distributed event-triggered filtering for networked systems.

1.3 Significance of this research

From the practical point of view, networked systems have been deployed in a wide

range of applications such as modern manufacturing, oil refinery, mineral process-

ing, satellite and missile guidance, aircraft control and transport management and

scheduling. It is well known that the insertion of communication networks into the

loop between plants and controllers or filters enables remote execution of tasks, in-

creases the flexibility of installation and reduces the cost of deployment. However, it

also induces network-induced delays mainly due to the congestion of communication

networks. These may have negative effects on the networked system and even cause

system instability. In addition, it is noted that when network resources are limited,

ignoring network dynamics may lead to degradation of the quality of service (QoS),

especially when the communication network becomes congested, e.g., uni-processor,

limited memory and restricted file operations. For “control of networks”, prop-

er communication protocols are required to maintain the network states such that

the network quality of service (QoS) is guaranteed, and therefore advanced design

methods are needed to guarantee the quality of performance (QoP) of networked

systems.

Dynamic allocation of network resources according to the control systems’ re-

quirements will lead to more efficient resource utilisation. For “control over net-
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work”, intelligent computation is incorporated into networked systems to schedule

the sampled data. To integrate the communication networks, computation and net-

worked systems, it is important to build a unified framework to assure both QoS of

the communication networks and QoP of the networked systems simultaneously.

From the theoretical point of view, even though several studies have been ded-

icated to the research of networked systems, there are relatively few publications

available that address both network dynamics and control system performance si-

multaneously, see for example, [9], [104], [105], [106], and the references cited therein.

It is noted that for most of these results, there is an important assumption: either

the QoS of the communication network is known in advance and controllers or filter-

s are designed to obtain the desired performance for the networked system; or the

performance level of the control system is known and the network is scheduled such

that the desired performance of the networked system is guaranteed. It is obvious

that these two assumptions separate the studies of the control systems and commu-

nication networks, which will lead to conservative results for the networked system.

Therefore, a new framework would be necessary to integrate computation, commu-

nication networks and control systems. In this thesis, we will propose solutions to

the problems mentioned at the end of Section 1.2.

To sum up, the study of the control and filtering for networked systems based

on network dynamics is significant from both a practical and a theoretical point

of view. Moreover, this research will not only enrich the theory of “control over

networks” but also further develop the theory of “control of networks”, and even

more establish the codesign mechanism between them.

1.4 Contributions of this thesis

We aim at finding a link between “control over networks” and “control of networks”.

In this study, the main research issues are expressed by a novel framework with the
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construction of an Information Dispatching Middleware, whose concept is borrowed

from the software engineering field. A middleware is a class of widely used appli-

cation frameworks that hide a lot of low level details, and provide simpler as well

as higher level usage models [107], [108]. Well designed usage models enable the

components in the middleware to be reused in different applications.

In this thesis, a novel middleware framework is proposed to integrate compu-

tation and communication for real time information scheduling as shown in Figure

1.5.

( )x t ( )y t
Communication

Network

Computation

Mechanism

A middleware framework of imformation scheduling

Figure 1.5: A middleware framework for information scheduling

More specifically, in this thesis, the link between “network dynamics” and “net-

worked system” is proposed in the form of a middleware framework as shown in

Figure 1.6 and 1.7, which integrates an advanced event-triggered communication

scheme and a fluid-flow model of a dynamic network. This then enables control

and filtering for networked systems to be investigated, such that the network re-

sources are utilised efficiently and the desired performance of the networked system

is preserved.

The contributions of this thesis can be classified under two headings: theoretical

contributions and practical contributions. In the theoretical category, an event-

triggered communication scheme considering both the system states and network

dynamic characteristics is developed to effectively utilise the communication network

resources while preserving the desired performance of networked systems. Several

controller and filter design methods are proposed to regulate the utilisation of the
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Figure 1.6: A middleware framework for networked control
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scarce communication network resources and to make the control system satisfy the

desired performance. In the practical category, a middleware framework is developed

to regulate the utilisation of the scarce communication network resources. Such a

middleware framework, integrating computation and communication, relates to both

general usage and engineering applications.

The major contributions of this thesis are listed as:

• A novel scheduling middleware is proposed to balance the performance of net-

worked systems and the utilisation of communication network resources. Un-

der the proposed scheduling middleware, a new event-triggered transmission

scheme is developed in an Information Selection Module to select the “needed”

data, by taking both the states of control systems and network dynamics into

account;

• An Information Dispatching Middleware is constructed for networked systems

to investigate the H∞ filtering issue. This middleware includes two modules:

the Information Selection Module to regulate the transmission of the sampled

data and the Congestion Avoidance Module to maintain the QoS of the com-

munication network for the sampled data released by the Information Selection

Module;

• New criteria are derived for network dynamic-based distributed H∞ control of

large-scale networked systems, where a distributed event-triggering scheme is

proposed to trigger the data asynchronously. To achieve these results, both

the networked system and network dynamics are modelled in an Information

Dispatching Middleware to hide the low level details and to reduce the engi-

neering burden;

• For distributed H∞ filtering of networked systems, the interactive mechanism

of the Information Dispatching Middleware is studied. An online scheduling
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policy that assigns priorities as an evaluation function is proposed. The oper-

ation of the evaluation function is based on two principal parameters: one is

the QoS index of communication networks; the other is the scale of the error

of each sensor measurement output between the current sampled signal and

the latest transmitted signal. Then the event-triggered scheme is constructed

based on the proposed evaluation function to schedule the sampled data to

efficiently utilise the network resources.

1.5 Organisation of this thesis

This thesis focuses on establishing a link between “control over networks” and “con-

trol of networks”, by using an Information Dispatching Middleware to codesign net-

worked systems and communication networks in a novel unified framework. The

outline of this research is presented as follows:

Chapter 2 investigates the stability and stabilisation of networked systems un-

der simultaneous consideration of control system performance and network dynamic

behaviour. Intelligent computation and the communication network are integrat-

ed in a new framework to trade off the performance of the networked system and

the utilisation of communication network resources. In terms of the given frame-

work, a novel event-triggered transmission scheme considering both the states of the

control system and network dynamics is developed to schedule the sampled data.

Under this event-triggered scheme, only those sampled signals violating the preset

judgement triggering condition will be transmitted. Then an augmented system of

the proposed framework is formulated and by using Lyapunov-Krasovaskii function-

al theory, a stability criterion is derived. Based on this proposed condition, the

feedback controllers are designed to asymptotically stabilise the networked control

system and to regulate the utilisation of network communication resources. Final-

ly, a numerical example is given to illustrate the merits and effectiveness of the
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proposed method.

Chapter 3 deals with the H∞ filtering issue for networked systems by an online

scheduling strategy based on network dynamics. First, an Information Dispatch-

ing Middleware is constructed to establish a novel filtering framework, where two

modules namely the Information Selection Module and the Congestion Avoidance

Module are introduced. The Information Selection Module aims to regulate the

transmission of the sampled data in terms of a predefined event-triggering condition.

The Congestion Avoidance Module is used to schedule the sampled data released by

the Information Selection Module to the filter. Second, an online scheduling strate-

gy is proposed under this framework to evaluate the network induced time-varying

delay. Then the filtering error system based on network dynamics is formulated as a

system with two interval time-varying delays. Third, a Lyapunov-Krasovskii func-

tional approach is employed to formulate a new sufficient condition to ensure the

stability and to guarantee a prescribed H∞ noise attenuation performance for the

filtering error system. Based on this condition, the H∞ filter, network congestion

controllers and event-triggering parameters can be codesigned provided that a set

of linear matrix inequalities are feasible. Finally, the effectiveness of the proposed

method is demonstrated through a mechanical system with two masses and two

springs.

Chapter 4 is concerned with the problem of network dynamic-based distributed

H∞ control for large-scale distributed networked systems. The control signals are

transmitted from distributed networked systems through a shared IP-based commu-

nication network to their controllers. Under the proposed Information Dispatching

Middleware, the distributed networked systems’ states are sampled periodically with

network time synchronisation. In the Information Selection Module of the IDM, dis-

tributed systems are sampled into a group of event-triggered detectors to select the

“needed” sampled signals, which violate the predefined event judgement condition,
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to be transmitted. The selected sampled signals are immediately encapsulated into

a uni-packet by an event-generator. The uni-packet is then released to the shared

IP-based communication network, whose network dynamics are regulated by the

Congestion Avoidance Module of the Information Dispatching Middleware. A code-

sign method is given to trade off the transmission rate, reflected by the threshold

of the event judgement function and the QoS of the communication network. By

constructing a Lyapunov-Krasovskii functional, a sufficient condition is derived for

the augmented system to be asymptotically stable with an H∞ performance. Based

on this criterion, the codesign method of the event-triggered scheme, distributed

controllers and the congestion controllers to maintain the QoS of the communica-

tion network is correspondingly derived. Finally, a quadruple-tank process is used

to illustrate the effectiveness of the proposed method.

Chapter 5 studies the distributed sensing and H∞ filtering for networked sys-

tems where the interactive mechanism of the proposed Information Dispatching

Middleware is investigated. First, an evaluation function is proposed based on two

important parameters: one is the QoS index of the communication networks; the

other is the scale of the error of the sensor’s measurement output between the cur-

rent sampled signal and the latest triggered signal. Then, by using the proposed

evaluation function, an event-triggered scheme is constructed considering both dy-

namic measurement outputs and communication network states to efficiently utilise

the precious network resources. Under the proposed event-triggered scheme, the

sampled signals are determined to be transmitted or discarded depending on three

factors: system measurement outputs, evaluation of the sampled signals and network

dynamics. A sufficient condition is established for the existence of distributed H∞

filters that would render the resulting filtering error system asymptotically stable

and for which a prescribed disturbance attenuation performance index is guaranteed.

Then the design method of event-triggered filters and the congestion controllers is
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posed in terms of linear matrix inequalities (LMIs). Finally, the simulation results

illustrate the cooperation between networked systems and communication networks

and the effectiveness of the proposed method.

Chapter 6 concludes the thesis and proposes several future research topics on

networked systems.



Chapter 2

Stabilisation of networked control
systems based on network
dynamics

2.1 Introduction

This chapter aims at investigating the control issue for networked systems with a

new framework based on network dynamics. During the past decade, the progress in

digital computation and communication networks has promoted the development of

networked control systems (NCSs) in which sensors and actuators are connected to

a remote controller via a shared communication medium [109]. Due to the advances

in computing and communication technology, NCSs have become increasingly preva-

lent in industrial control fields. Although introducing the communication network in

the control loop provides several benefits, it raises a number of challenges that need

to be addressed as mentioned in Chapter 1. In addition, it is acknowledged that

the data transmitted in the communication network consumes network resources.

So it is significant to investigate the efficient utilisation of network resources while

preserving the desired level of performance of the control system.

In an NCS, data is usually sampled and transmitted according to time-triggered

schemes due to the well-developed theory for sampled data control systems. The

time-triggered scheme is executed according to the elapse of time and the choice of
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the period is usually based on the worst case, so the time-triggered scheme may lead

to inefficient utilisation of precious network resources, processor usage, energy and

so on [50]. To overcome the drawbacks of the time-triggered scheme, recent work on

event-triggered schemes has appeared in the open literature that provides an efficient

strategy to conserve communication resources while preserving the desired perfor-

mance of the control system [60], [110], [111]. The event-triggered scheme uses a

threshold condition to determine which sampled data should be transmitted through

the communication network to the controller. By using the event-triggered scheme,

the overall system performance is preserved while the real-time system’s utilisation

of communication network resources is reduced. Among the above-mentioned result-

s, most of the event-triggered conditions are based on the control system’s current

state, the error between the current states and the latest transmitted states, while

few results consider the dynamics of the communication networks.

It is recognised that the quality of service (QoS) of the communication network

influences the performance of control systems, and whose design in turn impacts on

the QoS of the network [1], [4], [104]. Hence, the network should be able to dy-

namically allocate necessary resources to the control system whenever needed, and

also the control system should accept some network QoS degradation. A successful

implementation of control systems should design the controllers considering both

the control system performance and the network dynamics. In addition, the trans-

mitted data determined by the event-triggered scheme is so important for the whole

performance of the control system that how to transmit the “necessary” sampled

data reliably becomes a new research issue. Therefore, it is important to consider

network resource allocation and data scheduling when studying the stabilisation of

networked systems. However, as far as we know, there is no published research

that considers network dynamics and the control system performance in a unified

framework, which motivates the current study.
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Based on the above discussion, the objective of this chapter is to propose a new

framework for a networked system to study its stability and stabilisation. In this

study, both the performance of the control system and dynamics of the communica-

tion network are considered. First, the network dynamics are described in the form

of a fluid-flow model. Then, based on the fluid-flow model and an event-triggered

scheme, an augmented system with time-varying delays is modelled. By constructing

a novel Lyapunov-Krasvikii functional and using a convex delay analysis approach,

a stability criterion is derived, which establishes the relationship between the control

system’s performance and network dynamic behaviour such that the stability of the

networked system is guaranteed while the network resources are utilised efficiently.

Based on the stability criterion, the controller gains are derived both to preserve the

stability of the system and to avoid the congestion of the communication network.

The organisation of this chapter is as follows. Section 2.2 proposes a new frame-

work for modelling networked control systems based on network dynamics and an

event-triggered scheme. Then the networked system and network dynamics are

modelled in the form of an augmented system with two time-varying delays. The

stability and stabilisation of the augmented system are investigated in Section 2.3

and Section 2.4, respectively. The effectiveness of the proposed method is illustrated

in Section 2.5 through a simulation example. Section 2.6 concludes this chapter.

2.2 Integrate intelligent computation and a com-

munication network for a networked control

system

2.2.1 A new framework for a networked control system

Consider the following control plant

ẋ(t) = Apx(t) +Bpu(t) (2.1)
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where x(t) ∈ R
n, u(t) ∈ R

m are the state vector and control input vector, respec-

tively; Ap, Bp are known as constant matrices of appropriate dimensions. A new

framework of the networked control system based on network dynamics is presented

in Figure 2.1, where the network dynamics are modelled in the form of a fluid-flow

model (FFM).

Controller

Sensor SamplerActuator

ZOH

( )x t

( )i

kx t h

( )kx t h

( )ku t h

Network Dynamics

Plant

Fluid-flow Model

Event-

generatorQoS

QoP

Figure 2.1: A new framework of an NCS based on an FFM

In this framework, the networked control system is comprised of a plant to be

controlled and a sensor with a sampler, an actuator with a logic zero-order-holder

(ZOH), and a controller whose operation is coordinated through the communication

network. The sensor is clock-driven; the controller and the actuator are event-

driven. Considering the effects of the inserted communication network, in order

to utilise the network resources efficiently, a novel event-triggered communication

scheme is proposed by employing a device called an event-generator to determine

whether or not the sampled data should be transmitted to ensure a desired level

of performance of the networked control system. How to schedule these “needed”

sampled data in a reliable communication network within a bounded time delay has

become a challenging issue. In this chapter, a fluid-flow model of a dynamic network

based on TCP protocols is adopted to deal with this issue.
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2.2.2 Network dynamics

A nonlinear model of TCP network behaviour is developed using a fluid-flow and

stochastic differential equation analysis approach [102]. The model incorporates the

average values of typical network variables such as the average TCP window size

and the average queue length. The model can be described by the following coupled

and nonlinear delay differential equations which ignore the TCP timeout mechanism






Ẇ (t) =
1

τ(t)
− W (t)

2

W (t− τ(t))

τ(t− τ(t))
p(t− τ(t))

q̇(t) =







− C(t) +
N(t)

τ(t)
W (t), q(t) > 0

max{0,−C(t) + N(t)

τ(t)
W (t)}, q(t) = 0,

τ(t) =
q(t)

C(t)
+ Tp,

(2.2)

where W (t) is the TCP window size (in packets); q(t) is the queue length in the

router (in packets); Tp is the fixed propagation delay (in seconds); τ(t) is the round-

trip time (in seconds); C(t) is the available link capacity (in packets/second); N(t)

is the number of TCP sessions and p(t) (0 ≤ p(t) ≤ 1) is the packet-dropping

probability function, which is the control input used to reduce the sending rate and

to maintain the bottleneck queue.

In practical networks, the available link capacity changes with time and it is taken

as a disturbance in most of the studies [88], [112]. In this chapter, it is assumed that

the nominal value C0 is known. Take (W (t), q(t)) as the state and p(t) as the input.

For a given triplet of network parameters (N,C0, T0), any triple (W0, q0, p0) that is

in the set Υ = {(W0, q0, p0) : W0 ∈ [0, W̄ ], q0 ∈ [0, q̄], p0 ∈ [0, 1], τ0 =
q0
C0

+ Tp,W0 =

τ0C0

N
, p0 = 2

W 2
0

} is a possible point, where W̄ and q̄ denote the maximum window

size and the buffer capacity, respectively. Define

δW = W (t)−W0, δq = q(t)− q0,

δp = p(t)− p0, δC = C(t)− C0.
(2.3)

Then linearise the equation (2.2) at the operating point such that the nonlinear
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model could be expressed in the form of the following linear time-delay system

[113].







δẆ (t) = − N
τ2
0
C0
(δW (t) + δW (t− τ0))

− 1
τ2
0
C0
(δq(t)− δq(t− τ0))− τ0C

2
0

2N2 δp(t− τ0)

+ τ0−Tp
τ2
0
C0

(δC(t)− δC(t− τ0)),

δq̇(t) = N
τ0
δW (t)− 1

τ0
δq(t)− Tp

τ0
δC(t),

(2.4)

Let x̃1(t) = δW (t), x̃2(t) = δq(t), x̃(t) = [x̃1(t) x̃2(t)]
T , ũ1(t) = δp(t). Then,

based on the studies in [102], [113], we develop the congestion control algorithm

and present a generalised fluid-flow model to codesign the communication network

and networked systems’ performance. The generalised fluid-flow model of network

dynamic behaviour can be described as

{
˙̃x(t) = Ãx̃(t) + Ãdx̃(t− τ(t)) + B̃1ũ1(t− τ(t)) + B̃2ũ2(t) + D̃v(t)

z̃(t) = H̃x̃(t)
(2.5)

where x̃(t) ∈ R
2, ũ1(t) ∈ R

1, ũ2(t) ∈ R
1, v(t) ∈ R

2, z̃(t) ∈ R
2, represent the

internal state, the internal control input, the external control strategy, the external

disturbance and the output of the network, respectively; and τ(t) is the network-

induced time delay bounded by τm ≤ τ(t) ≤ τM , with

Ã =

[

− N
τ2
0
C0

− 1
τ2
0
C0

N
τ0

− 1
τ0

]

, Ãd =

[ − N
τ2
0
C0

1
τ2
0
C0

0 0

]

,

B̃1 =

[

− τ2
0
C0

2N2

0

]

, D̃ =

[
τ0−Tp
τ2
0
C0

− τ0−Tp
τ2
0
C0

−Tp
τ0

0

]

,

B̃2 =

[

− τ2
0
C0

2N2

0

]

, H̃ =
[
0 1

]
.

Assume that the pair (Ã, B̃1) is controllable and the pair (Ã, H̃) is observable.

From the above discussion, one can design the state feedback controller as ũ1(t−

τ(t)) and the external control strategy ũ2(t) to adjust the dynamic behaviour of the

fluid-flow network. Equation (2.4) describes the network dynamics, which are set

by the TCP protocols on the window sizes and the queue management scheme on

the queue length, while a buffer is used to manage the packets.
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2.2.3 An event-triggered scheme

The event-generator is the most important part in this framework, which provides a

tradeoff between the communication resources and the system’s performance. Under

a periodic sampling mechanism and a network time synchronisation mechanism,

both the state of the control plant and the state of the fluid-flow network are sampled

synchronously at a constant period h. The set of sampled instants is represented

by {jh|j ∈ N}. The sampled data of both the control plant state x(jh) and the

fluid-flow model state x̃(jh) reflecting the queue length and window size, is received

by the event-generator. Then the event-generator determines whether or not the

sampled data should be packaged and sent to the controller via the fluid-flow model

for the dynamic network.

The released instants are defined as tkh, tk+1h,... and x(tkh), x(tk+1h),...are the

corresponding states of the control plant, respectively. Hence the set of transmission

instants can be represented by {tkh|tk ∈ N}, where t1 = 1 is the initial transmitted

instant. Because of the imperfect communication network, for the transmitted data

x(tkh), the fluid flow network introduces a communication delay τ(tkh) =
q(tkh)
C(tkh)

+Tp,

with τ(tkh) ∈ [τm, τM ], k = 1, 2, ..., where k ∈ N. Then the released signals x(tkh),

x(tk+1h),... reach the controller at times tkh+τ(tkh), tk+1h+τ(tk+1h)),.... By using

the logic ZOH, the actuator keeps the data received at tkh + τ(tkh) available until

the new data arrives at tk+1h + τ(tk+1h). We assume that the latest transmitted

state x(tkh) of the control plant is stored in the storage of the event-generator. The

following sampled data of the control plant is expressed as x(tikh), where tikh =

tkh+ ih, i ∈ N. Meanwhile, the corresponding sampled state of the fluid-flow model

is x̃(tikh). The state error of the control plant between the latest transmitted data

x(tkh) and the corresponding sampled data x(tikh) can be calculated as

e(tikh) = x(tikh)− x(tkh) (2.6)

Taking the dynamic network behaviour into account, the sampled data x(tikh) of
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the control plant is packaged and transmitted by the event-generator only when

the current sampled data x(tikh) of the control system, the state error e(tikh), the

state of the fluid-flow network x̃(tikh) and dynamics priority evaluation function

of the networked control system ψ(e(tikh), x̃(t
i
kh)), satisfy the following judgement

condition




e(tikh)

ψ(e(tikh), x̃(t
i
kh))





T

Ω

[
e(tikh)

ψ(e(tikh), x̃(t
i
kh))

]

≥ λ

[
x(tikh)
x̃(tikh)

]T

Ω

[
x(tikh)
x̃(tikh)

]

(2.7)

where λ is a scalar parameter, belonging to (0, 1); and Ω ∈ R
(n+2)×(n+2) is a positive

definite symmetric matrix to be determined.

Remark 2.1. The dynamic priority evaluation function ψ(e(tikh), x̃(t
i
kh)) comes

from the Large Error First (LEF) online scheduling algorithm, which is proposed in

[114]. The priorities are assigned by a pre-determined policy based on the function

of the errors obtained from the plant states and the states of the network dynamics.

The plant with the largest error has the highest priority.

For ease of analysis and exposition of the essential feature of the event-generator,

an event-triggered function f(xti
k
, x̃ti

k
, eti

k
, ψti

k
) of the event-generator is defined as

f(xti
k
, x̃ti

k
, eti

k
, ψti

k
h) =

[
eti

k

ψti
k
h

]T

Ω

[
eti

k

ψti
k
h

]

− λ

[
xti

k

x̃ti
k

]T

Ω

[
xti

k

x̃ti
k

]

(2.8)

where xti
k
, x(tikh),x̃tik , x̃(tikh), etik , e(tikh) = x(tikh)− x(tkh), ψti

k
h = ψ(eti

k
, x̃ti

k
).

It can be seen from (2.7) and (2.8), when the event-triggered function f(xti
k
, x̃ti

k
, eti

k
, ψti

k
)

< 0, the packet is not transmitted to the controller via the fluid-flow model of the

communication network. Only the sampled data satisfying f(xti
k
, x̃ti

k
, eti

k
, ψti

k
h) ≥ 0,

is packaged and transmitted to the controller. In other words, the event-generator’s

decision is triggered when f(xti
k
, x̃ti

k
, eti

k
, ψti

k
h) ≥ 0. Therefore, based on the above

analysis, the next transmission instant corresponding to the transmitted instant tkh

can be expressed as

tk+1h = tkh+ inf
i≥1

{ih|f(xti
k
, x̃ti

k
, eti

k
, ψti

k
h) ≥ 0} (2.9)
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Obviously, the set of transmission instants are {tkh|t1h, t2h, . . . , tkh, ..., tk ∈ N}

which is a subset of the set of sampled instants {jh|j ∈ N}. There may be some

sampled data which are not triggered in the interval t ∈ [tkh + τ(tkh), tk+1h +

τ(tk+1h)). We now analyse the sampled data in the interval t ∈ [tkh+τ(tkh), tk+1h+

τ(tk+1h)). For technical convenience, consider the following two cases:

Case 1: if tkh + h+ τ(tkh) > tk+1h+ τ(tk+1h), as shown in Figure 2.2

1tk
t

+

Event-generator

kt h
1

kt h

Controller

1kt h
+

kk tt h t+

11 kk tt h t
++

+

: Packet to be transmitted

: Sampled data not to be

packaged and transmitted

tk
t

h

tk
t

1

0

1 1 0

( ) ( ) /

( ) ( ) /

k

k

t k k P

t k k P

t h q t h C T

t h q t h C T

t t

t t
+ + +

= = +

= = +

Figure 2.2: Case 1 for the package transmission

Define

d(t) = t− tkh, for t ∈ [tkh+ τ(tkh), tk+1h+ τ(tk+1h)) (2.10)

Thus,

τm ≤ τ(tk) ≤ d(t) ≤ (tk+1 − tk)h+ τ(tk+1h) ≤ h+ τM (2.11)

Case 2: if tkh+ h + τ(tkh) ≤ tk+1h+ τ(tk+1h), as shown in Figure 2.3

There exists an lM such that (tk + lM)h + τ(tkh) ≤ tk+1h + τ(tk+1h) and (tk +

lM + 1)h+ τ(tkh) > tk+1h+ τ(tk+1h). Then it can be seen that

[tkh + τ(tkh), tk+1h+ τ(tk+1h)) = Π1 ∪Π2
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Figure 2.3: Case 2 for the package transmission

where Π1 = ∪lM−1
i=0 Πi

1,Π
i
1 = [tkh + ih + τ(tkh), tkh + (i + 1)h + τ(tkh)), Π2 =

[(tk + lM)h+ τ(tkh), tk+1h+ τ(tk+1h)).

Define

d(t) =

{
t− (tk + i)h, t ∈ Πi

1

t− (tk + lM)h, t ∈ Π2

with
{
τm ≤ τ(tkh) ≤ d(t) ≤ h+ τ(tkh) ≤ h+ τM , t ∈ Πi

1

τm ≤ τ(tkh) ≤ d(t) ≤ h+ τ(tkh) ≤ h+ τM , t ∈ Π2

Then

e(tikh) =

{
x((tk + i)h)− x(tkh), t ∈ Πi

1

x((tk + lM)h)− x(tkh), t ∈ Π2

From the above discussion, we obtain that [tkh + τ(tkh), tk+1h + τ(tk+1h)) =

Π1∪Π2. Let l = tk+1−tk−1. If τ(tkh) ≤ h+τ(tk+1h), lM = l; if τ(tkh) > h+τ(tk+1h),

lM is as defined in Case 2, with tikh = tkh+ih; i = 0, ..., l. tikh is the sampling instant

between two successful transmitted instants.

In the event-generator, when the sampled data x(tkh) are prepared to be trans-

mitted, they are also used for the calculation of e(tikh). Since e(tikh) = x(tikh) −

x(tkh), then x(tkh) = x(tikh)− e(tikh) and d(t) = t− tikh, then

x(tkh) = x(t− d(t))− e(tikh) (2.12)
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where d(t) is a piecewise-linear with the derivative ḋ(t) = 1 and τm ≤ dm ≤ d(t) ≤

dM < ∞, for t 6= tikh + τ(tikh). dm = min{τ(tikh)} ≥ τm and dM = h + τM , where

tik ∈ N.

Remark 2.2. From (2.9), one can see that the transmission events are dependen-

t not only on the system’s performance, but also on the network dynamics. This

event-triggered scheme provides a tradeoff between system performance and network

dynamics. Without considering the dynamic behaviour of the communication net-

work, the scheduling strategy of the event-generator is degenerated to the case with

the discrete event-triggered communication scheme as discussed in [110]. When

λ = 0, it means all the sampled data are transmitted. Then it reduces to the time-

triggered transmission scheme.

Obviously, under the judgement algorithm (2.7), the event-generator reduces the

the burden of the communication network and saves communication bandwidth.

Furthermore, if the dynamic behaviour of the communication network reflects that

the network is not congested at this time, then more sampled data of the control

system is sent out such that the performance of the control system is enhanced and

the network resources is efficiently utilised without any idle.

2.2.4 Modelling of networked control systems

In this framework, a dynamic priority evaluation function ψ(tikh) of the networked

control system is employed to prevent congestion occurring in the communication

network. The state error e(tikh) is viewed as the external disturbance of the network

to schedule the other information, such as the short-term data flow related to this

alteration. It can be viewed as the external disturbance of the network in the

form of ṽ(t) = F̃ e(t), where F̃ is the weight parameter of the external disturbance.

Assume the feedback u(t) controller of the networked system (2.1) and the congestion
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controllers ũ1(t), ũ2(t) of network dynamics (2.5) are in the form of

u(t) = Kx(tkh), (2.13)

ũ1(t) = K̃1x̃(t− τ(tkh)), (2.14)

ũ2(t) = K̃2ψ(t
i
kh). (2.15)

Therefore, using the above controllers and from (2.1) and (2.5), we obtain the

augmented system as

ξ̇(t) = Aξ(t) + (A+BdKd)ξ(t− τ(tkh))
+B1K̄ξ(t− d(t)) + (Dd + B2K̄)ē(tikh)

(2.16)

where t ∈ [tkh+ τ(tkh), tk+1h + τ(tk+1h)),

ξ(t) = col{x(t), x̃(t)}, (2.17)

ē(tikh) = col{e(tikh), ψ(tikh)}, (2.18)

with

A =

[
Ap 0

0 Ã

]

, Ad =

[
0 0

0 Ãd

]

, Bd =

[
0 0

0 B̃1

]

, K̄ =

[
K 0

0 K̃2

]

,

Kd =

[
0 0

0 K̃1

]

, Dd =

[
0 0

D̃F̃ 0

]

, B1 =

[
Bp 0
0 0

]

, B2 =

[ −Bp 0

0 B̃2

]

.

The initial condition of the state ξ(t) is ξ(t0 + θ) = φ(θ), where θ ∈ [−dM , 0],

with φ(0) = ξ0; φ ∈ W, where W denotes the Banach space of absolutely continuous

functions [−dM , 0] → R
n with square-integrable derivative and with the norm

‖φ‖2W = ‖φ(0)‖2 +
∫ 0

−dM

‖φ(s)‖2ds+
∫ 0

−dM

‖φ̇(θ)‖2dθ

where the vector norm ‖ · ‖ represents the Euclidean norm.

By proposing a novel event-triggered scheme and a Lyapunov-Krasvikii func-

tional and considering network-induced time-varying delay, we will derive a new

stability criterion for the networked system, where both network behaviour and

performance of the control system are considered. Based on the stability criterion,

feedback controllers will be designed to allocate network resources dynamically and

asymptotically stabilise the networked control system.
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2.3 Stability analysis

In this section, by constructing a Lyapunov-Krasovskii functional for the augmented

system (2.16), a sufficient condition under which the augmented system (2.16) can

be asymptotically stable is derived.

The Lyapunov-Krasovskii functional is constructed as

V (t) = V1(t) + V2(t) + V3(t) (2.19)

where

V1(t) = ξT (t)P1ξ(t) +

∫ t

t−τm

ξT (s)P2ξ(s)ds+

∫ t−τm

t−τM

ξT (s)P3ξ(s)ds

+τm

∫ 0

−τm

∫ t

t+θ

ξ̇T (s)P4ξ̇(s)dsdθ

+(τM − τm)

∫ −τm

−τM

∫ t

t+θ

ξ̇T (s)P5ξ̇(s)dsdθ

V2(t) =

∫ t

t−dm

ξT (s)R1ξ(s)ds+

∫ t−dm

t−dM

ξT (s)R2ξ(s)ds

+dm

∫ 0

−dm

∫ t

t+θ

ξ̇T (s)R3ξ̇(s)dsdθ

+(dM − dm)

∫ −dm

−dM

∫ t

t+θ

ξ̇T (s)R4ξ̇(s)dsdθ

V3(t) = (dM − d(t))(ξ(t)− ξ(t− ρ(t)))TQ1(ξ(t)− ξ(t− ρ(t)))

+(dM − d(t))

∫ t

t−ρ(t)

ξ̇T (s)Q2ξ̇(s)ds

and where ρ(t) = d(t)− τtk .

Before carrying out the stability condition for the augmented system (2.16), the

following lemmas are introduced.

Lemma 2.1. [115]. For any constant matrix R ∈ R
n×n, R = RT > 0, scalar τ > 0

and vector function ẋ : [t − τ, t] → R
n such that the following integration is well

defined, then

−τ
∫ t

t−τ

ẋT (s)Rẋ(s)ds
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≤
[

x(t)
x(t− τ)

]T [−R R
⋆ −R

] [
x(t)

x(t− τ)

]

.

Lemma 2.2. [116]. For any constant matrix Q ∈ R
n×n, scalars τm ≤ τ(t) ≤ τM ,

and vector function ẋ : [−τM ,−τm] → R
n such that the following integration is well

defined, then it holds that

−(τM − τm)

∫ t−τm

t−τM

ẋT (s)Qẋ(s)ds

≤ ψT (t)





−Q Q 0
⋆ −2Q Q
⋆ ⋆ −Q



ψ(t) (2.20)

where ψT (t) =
[
xT (t− τm) xT (t− τ(t)) xT (t− τM)

]
.

Lemma 2.3. [117]. For a symmetric positive definite matrix Q ∈ R
n×n and Wl ∈

R
n×n (l = 1, 2), such that the following integration is well defined, then it holds that

−
∫ t

t−ρ(t)

ẋT (s)Qẋ(s)ds ≤ ηT (t)

[
W1 +W T

1 W2 −W T
1

⋆ −W2 −W T
2

]

η(t)

+ρ(t)ηT (t)

[
W T

1

W T
2

]

Q−1

[
W T

1

W T
2

]T

η(t) (2.21)

where ηT (t) =
[
ξT (t) ξT (t− ρ(t))

]T
.

Lemma 2.4. [12]. Assume that there exist positive scalars ǫ1, ǫ2, ǫ3 and a Lyapunov

functional V : Rn × R → R, for t ≥ t0 and V (t) is continuously differentiable at

t 6= tkh+ τ(tkh), such that the corresponding solution ξ(t) to system (2.16) and the

Lyapunov functional V (t) satisfy

ǫ1‖ξ(t)‖2 ≤ V (t) ≤ ǫ2‖ξ(t)‖2, (2.22)

dV (t)

dt
≤ −ǫ3‖ξ(t)‖2, t 6= tkh+ τ(tkh), (2.23)

lim
t↑(tkh+τ(tkh))

V (t) ≥ V (t)|t=tkh+τ(tkh) (2.24)

for any tk ∈ N. Then, the system (2.16) is asymptotically stable.



2.3. STABILITY ANALYSIS 39

Applying Lemma 2.1 to Lemma 2.4, we have the following result.

Theorem 2.1. For given parameters τm, τM , dm, dM , λ > 0 and controller gains

K, K̃1, K̃2, the augmented system is asymptotically stable in network environments

if there exist matrices Ω > 0, Pi > 0, Rv > 0, Q1 > 0, Q2 > 0, with i = 1, 2, ..., 5,

v = 1, 2, 3, 4, W1 and W2 with appropriate dimensions such that the following matrix

inequalities hold





Ψ111 Ψ112 Ψ113

⋆ Ψ122 0
⋆ ⋆ Ψ133



 < 0 (2.25)





Ψ211 Ψ212 Ψ213

⋆ Ψ222 Ψ223

⋆ ⋆ Ψ233



 < 0 (2.26)

where

Ψ111 =







Λ111 Λ112 Λ113 Λ114

⋆ −2P5 0 0
⋆ ⋆ −2R4 + λΩ 0
⋆ ⋆ ⋆ −Ω






,

Λ111 = P1A+ ATP1 + P2 − P4 +R1 − R3 −Q1 +W1 +W T
1

+ (dM − dm)(Q1A+ ATQ1),

Λ112 = P1Ad + P1BdKd + (dM − dm)Q1(Ad +BdKd),

Λ113 = P1B1K̄ + (dM − dm)Q1B1K̄,

Λ114 = P1Dd + P1B2K̄ + (dM − dm)Q1(Dd +B2K̄),

Ψ112 =







P4 0 R3 0 Q1 −W T
1 +W2 − (dM − dm)A

TQ1

P5 P5 0 0 −(dM − dm)(A
T
d +KT

d B
T
d )Q1

0 0 R4 R4 −(dM − dm)K̄
TBT

1 Q1

0 0 0 0 −(dM − dm)(D
T
d + K̄TBT

2 )Q1






,

Ψ122 = diag{−P2 + P3 − P4 − P5,−P3 − P5,−R1 +R2 − R3 − R4,

− R2 − R4,−Q1 −W2 −W T
2 },

Ψ113 =







τmA
TP4 τ̄ATP5 dmA

TR3 d̄ATR4 d̄ATQ2

τmĀ
T
dP4 τ̄ ĀTdP5 dmĀ

T
dR3 d̄ĀTdR4 d̄ĀTdQ2

τmK̄
TBT

1 P4 τ̄ K̄TBT
1 P5 dmK̄

T
1 B

T
1 R3 d̄K̄TBT

1 R4 d̄K̄TBT
1 Q2

τmD̄
T
d P4 τ̄ D̄T

d P5 dmD̄
T
dR3 d̄D̄T

dR4 d̄D̄T
dQ2






,

Ψ133 = diag{−P4,−P5,−R3,−R4,−d̄Q2},
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Ψ211 =







Λ211 Λ212 Λ213 Λ214

⋆ −2P5 0 0
⋆ ⋆ −2R4 + λΩ 0
⋆ ⋆ ⋆ −Ω






,

Λ211 = P1A+ ATP1 + P2 − P4 +R1 − R3 −Q1 +W1 +W T
1 ,

Λ212 = P1Ad + P1BdKd, Λ213 = P1B1K̄, Λ214 = P1Dd + P1B2K̄,

Ψ212 =







P4 0 R3 0 Q1 −W T
1 +W2

P5 P5 0 0 0
0 0 R4 R4 0
0 0 0 0 0






,

Ψ222 = Ψ122,

Ψ213 =







τmA
TP4 τ̄ATP5 dmA

TR3 d̄ATR4 d̄W T
1

τmĀ
T
dP4 τ̄ ĀTdP5 dmĀ

T
dR3 d̄ĀTdR4 0

τmK̄
TBT

1 P4 τ̄ K̄TBT
1 P5 dmK̄

TBT
1 R3 d̄K̄TBT

1 R4 0
τmD̄

T
d P4 τ̄ D̄T

d P5 dmD̄
T
dR3 d̄D̄T

dR4 0






,

Ψ223 =









0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 d̄W T

2









,Ψ233 = Ψ133,

with τ̄ = τM − τm, d̄ = dM − dm, Ād = Ad +BdKd, D̄d = Dd +B2K̄.

Proof. Taking the derivative of V (t) along the trajectory of the system (2.16) yields

V̇ (t) = 2ξT (t)P1ξ̇(t) + ξT (t)P2ξ(t)

−ξT (t− τm)P2ξ(t− τm) + ξT (t− τm)P3ξ(t− τm)

−ξT (t− τM)P3ξ(t− τM) + τ 2mξ̇
T (t)P4ξ̇(t)

−τm
∫ t

t−τm

ξ̇T (s)P4ξ̇(s)ds+ (τM − τm)
2ξ̇T (t)P5ξ̇(t)

−(τM − τm)

∫ t−τm

t−τM

ξ̇T (s)P5ξ̇(s)ds

+ξT (t)R1ξ(t)− ξT (t− dm)R1ξ(t− dm)

+ξT (t− dm)R2ξ(t− dm)− ξT (t− dM)R2ξ(t− dM)

+d2mξ̇
T (t)R3ξ̇(t)− dm

∫ t

t−dm

ξ̇T (s)R3ξ̇(s)ds

+(dM − dm)
2ξ̇T (t)R4ξ̇(t)

−(dM − dm)

∫ t−dm

t−dM

ξ̇T (s)R4ξ̇(s)ds
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−(ξ(t)− ξ(t− ρ(t)))TQ1(ξ(t)− ξ(t− ρ(t)))

+2(dM − d(t))(ξ(t)− ξ(t− ρ(t)))TQ1ξ̇(t)

−
∫ t

t−ρ(t)

ξ̇T (s)Q2ξ̇(s)ds+ (dM − d(t))ξ̇T (t)Q2ξ̇(t)

Applying Lemma 2.1, we have

−τm
∫ t

t−τm

ξ̇T (s)P4ξ̇(s)ds

≤
[

ξ(t)
ξ(t− τm)

]T [−P4 P4

P4 −P4

] [
ξ(t)

ξ(t− τm)

]

, (2.27)

−dm
∫ t

t−dm

ξ̇T (s)R3ξ̇(s)ds

≤
[

ξ(t)
ξ(t− dm)

]T [−R3 R3

R3 −R3

] [
ξ(t)

ξ(t− dm)

]

(2.28)

By Lemma 2.2, the following formulas hold

−(τM − τm)

∫ t−τm

t−τM

ξ̇T (s)P5ξ̇(s)ds

≤





ξ(t− τm)
ξ(t− τ(t))
ξ(t− τM )





T 



−P5 P5 0
⋆ −2P5 P5

⋆ ⋆ −P5









ξ(t− τm)
ξ(t− τ(t))
ξ(t− τM )



 (2.29)

−(dM − dm)

∫ t−dm

t−dM

ξ̇T (s)R4ξ̇(s)ds

≤





ξ(t− dm)
ξ(t− d(t))
ξ(t− dM)





T 



−R4 R4 0
⋆ −2R4 R4

⋆ ⋆ −R4









ξ(t− dm)
ξ(t− d(t))
ξ(t− dM)



 (2.30)

By Lemma 2.3, it is clear that

−
∫ t

t−ρ(t)

ξ̇T (s)Q2ξ̇(s)ds ≤
[

ξ(t)
ξ(t− ρ(t))

]T [
W1 +W T

1 W2 −W T
1

⋆ −W2 −W T
2

] [
ξ(t)

ξ(t− ρ(t))

]

+ ρ(t)

[
ξ(t)

ξ(t− ρ(t))

]T [
W T

1

W T
2

]

Q−1
2

[
W T

1

W T
2

]T [
ξ(t)

ξ(t− ρ(t))

]

(2.31)

For briefness of representation, let

ψ(t) = col{ξ(t), ξ(t− τ(t)), ξ(t− d(t)), ē(tikh), ξ(t− τm), ξ(t− τM), ξ(t− dm), ξ(t− dM), ρ(t)}
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From (2.27)-(2.31), we then obtain

V̇ (t) ≤ ψT (t)Σψ(t) (2.32)

where Σ = Ψ+ΓTΘΓ+ (dM − d(t))(2ΓT1Q1Γ+ΓTQ2Γ)+ (d(t)− dm)Γ
T
2Q

−1
2 Γ2, with

Ψ =

[
Ψ211 Ψ212

⋆ Ψ222

]

,

Θ = τ 2mP4 + (τM − τm)
2P5 + d2mR3 + (dM − dm)

2R4,

Γ =
[
A (Ad +BdKd) B1K̄ Dd +B2K̄ 0 0 0 0 0

]
,

Γ1 =
[
I 0 0 0 0 0 0 0 −I

]
,

Γ2 =

[
I 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 I

]

,

and ρ(t) = d(t)− τ(tikh) ≤ d(t)− dm is used in (2.31). It is clear that if Σ < 0, then

there exists a scalar ǫ3 > 0 such that V̇ (t) ≤ −ǫ3ξT (t)ξ(t) < 0, (t 6= tkh + τ(tkh)),

which implies that (2.23) is satisfied. By Lemma 2.4, one can conclude that the

system (2.16) is asymptotically stable. Notice that Σ is a convex combination of

2ΓT1Q1Γ + ΓTQ2Γ and ΓT2Q
−1
2 Γ2 on d(t) ∈ [dm, dM ]. Therefore, Σ < 0 if

Ψ + ΓTΘΓ + (dM − dm)(2Γ
T
1Q1Γ + ΓTQ2Γ) < 0, (2.33)

Ψ + ΓTΘΓ + (dM − dm)Γ
T
2Q

−1
2 Γ2 < 0 (2.34)

hold. Applying the Schur complement to (2.33) and (2.34), we arrive at (2.25) and

(2.26). Then one can conclude that if the matrix inequalities (2.25) and (2.26) are

satisfied, the augmented system (2.16) is asymptotically stable, which completes the

proof.

2.4 Controller design

Based on Theorem 2.1, we are in a position to design the controller of the control

system under consideration with network dynamics.

Theorem 2.2. For given scalars τm, τM , dm, dM λ > 0, the augmented system is

asymptotically stable in network environments if there exist matrices Ω̃ > 0, X > 0,
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P̃i > 0, R̃j > 0, Q̃1 > 0, Q̃2 > 0, for some given positive constants ǫ, µl, with

(i = 2, ..., 5, j = 1, 2, 3, 4, l = 1, 2, 3, 4, 5), W̃1, W̃2, Y1 and Y2 with appropriate

dimensions such that




Ψ̃111 Ψ̃112 Ψ̃113

⋆ Ψ̃122 0

⋆ ⋆ Ψ̃133



 < 0 (2.35)





Ψ̃211 Ψ̃212 Ψ̃213

⋆ Ψ̃222 Ψ̃223

⋆ ⋆ Ψ̃233



 < 0 (2.36)

where

Ψ̃111 =







Λ̃111 Λ̃112 Λ̃113 Λ̃114

⋆ −2P̃5 0 0

⋆ ⋆ −2R̃4 + λΩ̃ 0

⋆ ⋆ ⋆ −Ω̃






,

Λ̃111 = AX +XAT + P̃2 − P̃4 + R̃1 − R̃3 − ǫX + W̃1 + W̃ T
1

+(dM − dm)(ǫAX + ǫXAT ),

Λ̃112 = AdX +BdY2 + ǫ(dM − dm)(AdX +BdY2),

Λ̃113 = B1Y1 + ǫ(dM − dm)B1Y1,

Λ̃114 = DdX +B2Y1 + ǫ(dM − dm)(DdX +B2Y1),

Ψ̃112 =







P̃4 0 R̃3 0 ǫX − W̃ T
1 + W̃2 − ǫ(dM − dm)XA

T

P̃5 P̃5 0 0 −ǫ(dM − dm)(XA
T
d + Y T

2 B
T
d )

0 0 R̃4 R̃4 −ǫ(dM − dm)Y
T
1 B

T
1

0 0 0 0 −ǫ(dM − dm)(XD
T
d + Y T

1 B
T
2 )






,

Ψ̃122 = diag{−P̃2 + P̃3 − P̃4 − P̃5,−P̃3 − P̃5,−R̃1 + R̃2 − R̃3 − R̃4,

−R̃2 − R̃4,−ǫX − W̃2 − W̃ T
2 },

Ψ̃113 =







τmXA
T τ̄XAT dmXA

T d̄XAT d̄XAT

τmÃ
T τ̄ ÃT dmÃ

T d̄ÃT d̄ÃT

τmY
T
1 B

T
1 τ̄Y T

1 B
T
1 dmY

T
1 B

T
1 d̄Y T

1 B
T
1 d̄Y T

1 B
T
1

τmD̃
T
d τ̄ D̃T

d dmD̃
T
d d̄D̃T

d d̄D̃T
d






,

Ψ̃133 = diag{µ2
1P̃4 − 2µ1X, µ

2
2P̃5 − 2µ2X, µ

2
3R̃3 − 2µ3X,

µ2
4R̃4 − 2µ4X, d̄(µ

2
5Q̃2 − 2µ5X)},

Ψ̃211 =







Λ̃211 Λ̃212 Λ̃213 Λ̃214

⋆ −2P̃5 0 0

⋆ ⋆ −2R̃4 + λΩ̃ 0

⋆ ⋆ ⋆ −Ω̃






,
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Λ̃211 = AX +XAT + P̃2 − P̃4 + R̃1 − R̃3 − ǫX + W̃1 + W̃ T
1

Λ̃212 = AdX +BdY2,

Λ̃213 = B1Y1,

Λ̃214 = DdX +B2Y1,

Ψ̃212 =







P̃4 0 R̃3 0 ǫX − W̃ T
1 + W̃2

P̃5 P̃5 0 0 0

0 0 R̃4 R̃4 0
0 0 0 0 0






,

Ψ̃222 = diag{−P̃2 + P̃3 − P̃4 − P̃5,−P̃3 − P̃5,−R̃1 + R̃2 − R̃3 − R̃4,

−R̃2 − R̃4,−ǫX − W̃2 − W̃ T
2 },

Ψ̃213 =







τmXA
T τ̄XAT dmXA

T d̄XAT d̄W̃ T
1

τmÃ
T τ̄ ÃT dmÃ

T d̄ÃT 0
τmY

T
1 B

T
1 τ̄Y T

1 B
T
1 dmY

T
1 B

T
1 d̄Y T

1 B
T
1 0

τmD̃
T
d τ̄ D̃T

d dmD̃
T
d d̄D̃T

d 0






,

Ψ̃223 =









0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

0 0 0 0 d̄W̃ T
2









,

Ψ̃233 = diag{µ2
1P̃4 − 2µ1X, µ

2
2P̃5 − 2µ2X, µ

2
3R̃3 − 2µ3X,

µ2
4R̃4 − 2µ4X,−d̄Q̃2},

with τ̄ = τM − τm, d̄ = dM − dm, Ã = AdX + BdY2, D̃d = DdX + B2Y1. Then

the controller gains are K = Y1X
−1, Kd = Y2X

−1 and the weighting matrix is

Ω = X−1Ω̃X−1.

Proof. Multiply both the left- and right- sides of (2.25) by diag{P−1
1 , P−1

1 , P−1
1 ,

P−1
1 , P−1

1 , P−1
1 , P−1

1 , P−1
1 , P−1

1 , I, I, I, I, I}, and both the sides of (2.26) by diag{P−1
1 ,

P−1
1 , P−1

1 , P−1
1 , P−1

1 , P−1
1 , P−1

1 , P−1
1 , P−1

1 , I, I, I, I, P−1
1 }, respectively. Define the new

variables as X = P−1
1 , Ω̃ = XΩX , P̃2 = XP2X , P̃3 = XP3X , P̃4 = XP4X ,

P̃5 = XP5X , R̃1 = XR1X , R̃2 = XR2X , R̃3 = XR3X , R̃4 = XR4X , Q̃1 = XQ1X ,

Q̃2 = XQ2X , W̃1 = XW1X , W̃2 = XW2X and Q̃1 = ǫP1, with ǫ > 0 is given. By

the inequality as (µ1P4−X)TP−1
4 (µ1P4−X) ≥ 0, we then obtain (2.35) and (2.36),
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where the terms −P5, −R3, −R4, −Q2 are solved in the same way as in solving P−1
4 .

The proof of Theorem 2.2 is completed

Remark 2.3. In Theorem 2.1 and 2.2, the parameters τm, τM , dm, dM , λ are

given prior. The parameters τm, τM are the minimum and the maximum queue

delays of the fluid-flow model; The parameters dm, dM are the minimum and the

maximum artificial time delays of the networked system; the parameter λ is the

threshold of the event-triggering scheme in the event-generator. The parameter τm

equals to Tp, the fixed propagation delay in the network environment; the parameter

τM can be determined by maximum queue size, the available link capacity and the

fixed propagation delay; the parameter dm equals to τm and the parameter dM equals

to τM + h, which are modelled in Subsection 2.2.3; the threshold λ of the event-

triggering scheme can be chosen in the range of (0, 1) to determine whether the

sampled signals should be released.

In the following, we will show the merits and effectiveness of the proposed code-

sign methods by a numerical example.

2.5 A numerical example

In this section, an illustrative example is presented to demonstrate the effectiveness

of the proposed framework. A low speed network is employed to transmit the

released data. The choice of its parameters is as Table 2.1.

Table 2.1: Parameters of the communication network

TCP session number N 50
Link capacity C 5000 packets/s
Queen Delay t0 0.18 s
Propagation delay Tp 0.1 s
Queue size q0 900 packets
Window size W0 20 packets
Probability of packet mark p0 0.005
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In this situation, the parameters of the fluid-flow model are as

Ã =

[
−0.3086 −0.0062
277.7778 −5.5556

]

, Ãd =

[
−0.3086 0.0062

0 0

]

, B̃1 =

[
−0.0324

0

]

,

B̃2 =

[
−0.0324

0

]

, D̃ =

[
0.005 −0.005

−0.5556 0

]

, F =

[
0.0001 0.0005
0.0002 0.0008

]

.

The control system that we studied has the following parameters

Ap =

[
0.2562 0.1824
0.1443 −0.1011

]

, Bp =

[
0.7506
−0.6797

]

.

Under this network environment, suppose that the sampling period h = 0.15s

and λ = 0.04. By using Theorem 2.2, we obtain the system feedback controller’s gain

asK =
[
−10.1726 0.1798

]
. The congestion controller gains are K̃1 =

[
−1.5138 −0.6639

]
,

K̃2 =
[
−8.5443 0.1539

]
. And the triggering matrix is

Ω =







16.7481 −8.3653 −0.0000 0.0021
−8.3653 12.2868 0.0000 −0.0040
−0.0000 0.0000 0.0127 0.1765
0.0021 −0.0040 0.1765 17.7985






.

The state responses of the control system and the control input held in the logic

ZOH are shown in Figure 2.4 and Figure 2.5, respectively.

The scheduling of the sampled data is shown in Figure 2.6 within a simulation

time of T = 30 s.

It is obvious that under this new scheme, the sampled data is efficiently scheduled

by the event-generator based on network dynamics. To be specific, as shown in

Figure 2.6 and Figure 2.7, 51.72% communication tasks executed in the first 5s

which accounts for 7.5% of the total sampled data. Few sampled data is transmitted

after 5s due to the asymptotical stability of the control system. As can be seen

from Figure 2.7, when the ability to transmit is increased in the fluid-flow network

model, more sampled data are packaged and triggered by the event-generator and

the corresponding control performance is guaranteed. Compared with the period of

the simulation time from 0 s to 5 s, the frequency of sampled data packaged and

transmitted in the fluid-flow network model after 5s is smaller because the system
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is approaching the equilibrium point. In total, less communication resources are

required; in other words, the limited network resources are saved.

Therefore, from this illustrative example, we can conclude that the sampled

data is packaged and transmitted by the event-generator not only based on the

performance of the networked system, but also on the network dynamics.

2.6 Conclusion

This chapter has addressed the stability and stabilisation of networked systems based

on network dynamics. A novel event-triggered scheme which provides a condition

to determine which sampled data should be transmitted is proposed. Based on

fluid-flow model indicating the dynamics of the communication network, a new

framework is proposed. The stability criterion and the controller gain design method

have been obtained, taking into account network-induced time-varying delays. The

criterion builds the relationship between the performance of the control system and

network dynamics. Based on this criterion, the resources of the network are utilised

efficiently without congestion while the performance of the control system is ensured.

Simulation results have demonstrated the effectiveness of the proposed method.



Chapter 3

H∞ filter design for networked
systems based on network
dynamics

3.1 Introduction

Focussing on a research problem described in Chapter 1, this chapter aims to in-

vestigate the H∞ filter design for networked systems based on network dynamics.

H∞ filtering is an important issue in the fields of signal processing and system con-

trol. The main feature of H∞ filtering is that, compared with the famous Kalman

filtering [35], it does not require that both the system model under study and the

statistical properties of external noises are known exactly. Due to its theoretical

and practical significance, H∞ filtering has been intensively studied in the last ten

years, see e.g. [117], [118], [119], [120] and the references therein.

In recent years, with the rapid development of digital and intelligent technologies,

H∞ filtering for networked systems has gained increasing attention [121], [122].

In the networked system framework, the communication network is introduced to

transmit data packets from a physical plant to a filter. Due to the imperfection

of the communication network and the limitation of network resources, the output

of the plant is not exactly equal to the input of the filter. Moreover, most of

the available results are based on time-triggered schemes where all the sampled
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data is sent through a communication network with a fixed period. Under those

schemes, the system output is first sampled with a constant period and then is

encapsulated with its time stamp and transmitted over the communication network

to the filter. By using time-triggering schemes to design H∞ filters, the sampling

period is determined under the worst case operating conditions, which leads to

inefficient utilisation of the precious network resources.

Recently, event-triggered schemes have been proposed as a means to reduce

the burden on communication networks, see e.g. [123], [124], [125], [126] and the

references therein. Among those results, most of the event-triggering conditions

are based on the system’s behaviour while few results consider the dynamics of

communication networks which reflect the level of the quality of service (QoS). It is

obvious that the main purpose of those kinds of event-triggered schemes is to reduce

the demand on usage of network resources. However, if the saved network resources

are not reused, those kinds of event-triggered schemes will lead to an idle network,

which constitutes a wastage of network resources. To overcome this drawback, it is

necessary to design an event-triggering scheme which takes network dynamics into

account so as to adapt to different levels of the QoS of the communication network.

For example, to investigate the H∞ filtering issue, when the communication channel

is idle, more sampled data can be released to the network to be transmitted to the

H∞ filters. Then the network resources will be utilised more efficiently and better

performance may be achieved.

The consideration of network dynamics in the modelling of H∞ filtering for

networked systems inevitably enhances the complexity in the study. To deal with

this issue, in this chapter, a novel framework is developed for the networked system.

More specifically, the implementation of such a framework involves at least the

following two aspects:

1. How to abstract the main characteristics of the communication network to
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codesign the event-triggering scheme with system dynamic behaviour such

that network resources can be dynamically allocated to transmit the released

sampled data;

2. How to design an online scheduling strategy for the filter to adapt the network

dynamics in order to achieve better H∞ performance.

In this chapter, we develop a novel framework with an information schedul-

ing middleware to investigate the event-triggered H∞ filtering issue for networked

systems. Both the networked system and network dynamics are abstracted and

modelled within the Information Dispatching Middleware, which reduce the burden

on the system engineers to simplify and shorten the codesign development of a net-

worked system with network dynamics. In the middleware, two modules namely the

Information Selection Module and the Congestion Avoidance Module are developed.

The Information Selection Module aims to regulate the transmission of the sampled

data in terms of a predefined event-triggering condition. The Congestion Avoid-

ance Module is used to schedule those sampled data released by the Information

Selection Module to the filter. With the proposed middleware, a tradeoff between

the desired H∞ filtering performance and communication network resources utili-

sation is obtained. Moreover, a linear estimation method is derived to compensate

network-induced influence on the released signals. The online scheduling strategy

is designed based on network dynamics with different levels of the H∞ filtering per-

formance to adapt the different levels of network QoS. Furthermore, based on the

proposed framework, the filtering error system is modelled as a linear system with

two time-varying delays. By employing a Lyapunov-Krasovskii functional, a suffi-

cient condition such that the filtering error system is asymptotically stable with a

prescribed H∞ level, is derived. As a result, the H∞ filter, the congestion controllers

and the event-triggered scheme can be codesigned in terms of solutions to a set of

linear matrix inequalities (LMIs). Finally, the effectiveness of the proposed method
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is illustrated by a mechanical system with two masses and two springs.

This chapter is organised into six sections. After a brief introduction, Section

3.2 proposes a novel middleware framework for networked system to analyse and

synthesize the filtering issue. In Section 3.3, H∞ performance of the networked

system is analysed and the H∞ filter is designed in Section 3.4. Simulation results

are presented in Section 3.5 and the chapter is recapitulated in Section 3.6.

3.2 Modelling and problem formulation

3.2.1 A novel H∞ filtering framework for a networked sys-

tem

Consider the continuous-time linear system described by







ẋp(t) = Apxp(t) +Bpw(t), xp(0) = x0

yp(t) = Cpxp(t)

zp(t) = Lpxp(t)

(3.1)

where xp(t) ∈ R
n is the system state vector; yp(t) ∈ R

m is the measurement output

vector; and zp(t) ∈ R
r is the signal to be estimated. The input signal w(t) ∈ R

l

belongs to L2[0,+∞). The system matrices Ap, Bp, Cp and Lp are constant matrices

with appropriate dimensions.

The novel H∞ filtering framework for the networked system with network dy-

namics is established by introducing an Information Dispatching Middleware, which

is illustrated in Figure 3.1. To achieve a tradeoff between the desired performance of

the H∞ filtering and the utilisation of communication network resources, a codesign

method is proposed to fill the “interaction gap” between the QoS of the communi-

cation network and the QoP of the filtering design.

In the proposed framework, the plant is described in (3.1); the sensor and the

sampler are clock-driven; the smart zero-order-holder (S-ZOH) and the filter are

event-driven. The released packets including “needed” measurement output signals

of the plant, time stamp and the state of network dynamics, are scheduled by the
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Figure 3.1: A novel framework with the Information Dispatching Middleware

Information Dispatching Middleware. In this middleware, there are two modules:

• The Information Selection Module with an event-triggering scheme;

• The Congestion Avoidance Module generated from a fluid-flow model under

equilibrium points based on TCP/AQM communication networks.

Scheduled by the middleware, the released packets are transmitted to the S-ZOH,

which has a “hook” to detect the time-delay in order to design a suitable filter to es-

timate the controlled output signal zp(t). Network time synchronisation is employed

to sample the output of the networked system and the state of the communication

network synchronously.

3.2.2 Network dynamics in the Congestion Avoidance Mod-

ule

In this section, we will analyse the network dynamics in the Congestion Avoidance

Module of the Information Dispatching Middleware in the proposed framework.

As discussed in Chapter 2, a nonlinear model without timeout mechanism for a

TCP network is developed by using a fluid-flow and stochastic differential equation
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analysis approach [102]. The model is specified as







Ẇ (t) =
1

τ(t)
− W (t)

2

W (t− τ(t))

τ(t− τ(t))
p(t− τ(t))

q̇(t) =







− C(t) +
N(t)

τ(t)
W (t), q(t) > 0

max{0,−C(t) + N(t)

τ(t)
W (t)}, q(t) = 0,

τ(t) =
q(t)

C(t)
+ Tp,

(3.2)

where W (t) is the TCP window size; q(t) is the queue length; Tp is the propagation

delay; τ(t) is the information time delay; C(t) is the available link capacity; N(t)

is the number of TCP sessions; and p(t) (0 ≤ p(t) ≤ 1) is the packet-dropping

probability function, which is the control input used to maintain the bottleneck

queue.

In this chapter, we consider the estimation of released data from the Information

Selection Module based on the effects of time-varying delays induced from the fluid-

flow model.

It is assumed that the information delay τ(t) is under a single router. Take

(W (t), q(t)) as the network state reflecting network dynamical characteristics. Based

on the desiredH∞ performance, for a chosen triplet of network parameters (N,C0, τ0),

a triple (W0, q0, p0) in the set Υ = {(W0, q0, p0) : τ0 =
q0
C0

+ Tp,W0 =
τ0C0

N
, p0 =

2
W 2

0

}

is an equilibrium point. Define δW = W (t) −W0, δq = q(t) − q0, δp = p(t) − p0,

δC = C(t)−C0. Then linearise the equation (3.2) at the equilibrium point such that

the nonlinear model could be expressed in the form of the following linear time-delay

model [79]
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





δẆ (t) = − N

τ 20C0
(δW (t) + δW (t− τ(t)))

− 1

τ 20C0

(δq(t)− δq(t− τ(t)))− τ0C
2
0

2N2
δp(t− τ(t))

+
τ0 − Tp
τ 20C0

(δC(t)− δC(t− τ(t))),

δq̇(t) =
N

τ0
δW (t)− 1

τ0
δq(t)− Tp

τ0
δC(t)

(3.3)

Set x̃(t) = [δW (t) δq(t)]T , ũ1(t) = δp(t). Then a generalised fluid-flow model of

TCP/AQM communication networks for the H∞ issue of networked systems can be

described as







˙̃x(t) = Ãx̃(t) + Ãdx̃(t− τ(t)) + B̃1ũ1(t− τ(t))

+ B̃2ũ2(t) + D̃ṽ(t)

ỹ(t) = f̃(yp(tkh))

(3.4)

where x̃(t) ∈ R
2, ũ1(t) ∈ R

1, ũ2(t) ∈ R
1, v(t) ∈ R

2 represent the internal dynamics

of the network, the internal control input for the network, the external control

strategy for the network and the external disturbance of the network, respectively.

f̃(·) denotes the network effects on the released signal yp(tkh) at the released instant

tkh, with

Ã =

[

− N
τ2
0
C0

− 1
τ2
0
C0

N
τ0

− 1
τ0

]

, Ãd =

[ − N
τ2
0
C0

1
τ2
0
C0

0 0

]

,

B̃1 = B̃2 =

[

− τ2
0
C0

2N2

0

]

, D̃ =

[
τ0−Tp
τ2
0
C0

− τ0−Tp
τ2
0
C0

−Tp
τ0

0

]

.

The packets, including the “needed” sampled data to be packaged and released

from the event-generator in the Information Selection Module, will be scheduled by

the Congestion Avoidance Module of the Information Dispatching Middleware.

3.2.3 An event-triggered scheme in the Information Selec-

tion Module

In the proposed middleware, the event-generator is a major part of the Information

Selection Module. It receives the sampled measurement output data yp(sh) and
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the network state x̃(sh) with a constant period h > 0, under a periodic sampling

mechanism and a network time synchronisation. The set of sampled instants can

be represented by {sh|s ∈ N}. The set of released instants {tkh|k ∈ N} is a subset

of the sampled instants and define tikh = tkh + ih as the corresponding following

sampled instants for the released instant tkh, with i = 0, . . . , n, n = tk+1 − tk when

i = 0, tikh = tkh; i = n, tikh = tk+1h.

Considering the effects of the communication network on the transmitted mea-

surement output yp(tkh), it is assumed that the communication network introduces

a communication delay τ(tkh) =
q(tkh)
C0

+ Tp, in which the link capacity C0 is fixed

with τm ≤ τ(tkh) ≤ τM , k ∈ N. τm is the fixed propagation delay Tp; τM is the

maximum allowable transmission network-induced delay.

The measurement output error ek(t
i
kh) of the plant between the latest trans-

mitted output sampled data yp(tkh) and the current sampled data yp(t
i
kh) can be

calculated as

ek(t
i
kh) = yp(tkh)− yp(t

i
kh). (3.5)

The S-ZOH keeps the data received at tkh+ τ(tkh) available until the new data

arrives at tk+1h+ τ(tk+1h). The holding zone of the S-ZOH is [tkh+ τ(tkh), tk+1h+

τ(tk+1h)) =
⋃n−1
i=0 Θi

k, where Θi
k = [tikh + τ(tikh), t

i+1
k h + τ(ti+1

k h)). By introducing

an artificial time delay d(t) = t− tikh, t ∈ Θi
k, we obtain

yp(tkh) = yp(t− d(t)) + ek(t
i
kh) (3.6)

where d(t) is piecewise-linear with the derivative ḋ(t) = 1.

To keep the right order for the yp(t
i
kh), in this chapter, we assume that dm ≤

d(t) ≤ dM <∞, for t 6= tikh+τ(t
i
kh) with dm = min{τ(tkh)}, dM = h+max{τ(tkh)}.

In the Information Selection Module, at the sampling instant tikh, taking the

network dynamics x̃(tikh), the measurement output y(tikh) and the dynamic priority

evaluation function ψ(tikh) = ψ(ek(t
i
kh), x̃(t

i
kh)) into account, we define a judgement
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function f(tikh) to select the sampled measurement output yp(t
i
kh) as

f(tikh) =

[
ek(t

i
kh)

ψ(tikh)

]T

Ω

[
ek(t

i
kh)

ψ(tikh)

]

− λ

[
yp(t

i
kh)

x̃(tikh)

]T

Ω

[
yp(t

i
kh)

x̃(tikh)

]

where λ is a threshold and Ω is a positive definite weighting matrix, which can be

codesigned based on network dynamics.

The judgement function f(tikh) determines whether or not the sampled mea-

surement output yp(t
i
kh) should be packaged as (SN, tk+1h, yp(tk+1h), x̃(tk+1h)) and

transmitted through the communication network. t0h is the initial released instant

and the next transmission instant of the tkh can be expressed as

tk+1h = tkh + inf
i≥1

{ih|f(tikh) ≥ 0}. (3.7)

3.2.4 An online scheduling strategy and an H∞ filtering er-
ror model

Based on the previous analysis, an online scheduling mechanism will be developed for

the H∞ filtering of the networked system. In order to reduce the negative effects of

the network-induced delay on the released sampled data, an online delay-evaluation

approach is proposed to compensate for the network-induced delay. Considering the

effects of the time-varying delays induced from the fluid-flow model and inspired by

[127], [128], [129], the estimation of the released data in (3.4) is formulated as

ỹ(t) = l̃(τ(tkh))yp(tkh) (3.8)

where t ∈ [tkh+ τ(tkh), tk+1h+ τ(tk+1h)) and the parameter l̃(τ(tkh)) is a function

of τ(tkh). Generally, l̃(τ(tkh)) should be worked out online to compensate for the

network-induced delay τ(tkh). However, the processing power in the nodes is limited

and time required for calculating l̃(τ(tkh)) is intolerable. In this context, ỹ(t) will

be discretised as

ỹ(t) =







(1− 1
τM

( τ0+τ1
2

− τm))yp(tkh), τ0 ≤ τ(tkh) < τ1

(1− 1
τM

( τ1+τ2
2

− τm))yp(tkh), τ1 ≤ τ(tkh) < τ2

· · ·
(1− 1

τM
( τN−1+τN

2
− τm))yp(tkh), τN−1 ≤ τ(tkh) < τN

(3.9)
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where τ0 = τm, τN = τM .

An online scheduling mechanism is developed in the proposed framework to

adapt the dynamic behaviors of the communication network in order to achieve a

better H∞ performance. There are two steps to schedule the sampled data in the

Information Dispatching Middleware and in S-ZOH.

In the proposed IDM, the Information Selection Module receives the sampled

data from the networked system and from the communication network periodically

and simultaneously. According to the network dynamics, the event-generator choos-

es a predefined threshold λ and a positive definite weighting matrix Ω to determine

whether or not the sampled data yp(t
i
kh) is triggered and encapsulated into a packet

with sequence number SN , time stamp tk+1h and the network state x̃(tk+1h) as

(SN ,tk+1h,y(tk+1h),x̃(tk+1h)) to be transmitted through the communication chan-

nel.

Once the S-ZOH receives the released packet (SN ,tkh,y(tkh),x̃(tkh)), an online

scheduling strategy is designed to choose a suitable filter such that the prescribed

filtering performance can be satisfied. The online scheduling algorithm can be con-

cisely described as in Algorithm 1.

Algorithm 1 Online scheduling strategy In S-ZOH.

1: Unpack the received packets (SN ,tkh,y(tkh),x̃(tkh));
2: Detect the network dynamic x̃(tkh) by a ‘hook’ in S-ZOH;
3: Calculate τ(tkh), ỹ(tkh);
4: switch τ(tkh) do
5: case τ(tkh) ∈ [τ0, τ1) S-ZOH switches to Filter 1;

6: case τ(tkh) ∈ [τ1, τ2) S-ZOH switches to Filter 2;

7: · · ·
8: case τ(tkh) ∈ [τj−1, τj) S-ZOH switches to Filter j;

9: · · ·
10: case τ(tkh) ∈ [τ̺−1, τ̺) S-ZOH switches to Filter ̺;

11: Wait for the next arrived packet, then jump to 1.

Define l̃(j) = 1− 1
τM

(
τj−1+τj

2
− τm), with j = 1, 2, ..., N . Then ỹ(t) = l̃(j)yp(tkh).



3.2. MODELLING AND PROBLEM FORMULATION 61

The filter to be designed is a stable and full order linear dynamic filter in the form

of
{
ẋf (t)=Afxf +Bf ỹ(t), xf (0) = 0
zf(t)=Cfxf (t)

(3.10)

where Af , Bf , and Cf are filter parameters to be designed based on the network

dynamics.

Denote

e(t) = zp(t)− zf (t),

η(t) = col{xp(t), x̃(t)},

ξ(t) = col{η(t), xf(t)},

ē(tikh) = col{ek(tikh), ψ(tikh)}.

Combining (3.1) and (3.4), with ũ1(t) = K̃1x̃(t − τ(t)) and the external control

strategy for the fluid-flow model ũ2(t) = K̃2ψ(t
i
kh), the filtering error system can be

expressed as






ξ̇(t) = ¯̄Aξ(t) + ¯̄Adη(t− τ(t))

+ ¯̄Bfη(t− d(t)) + ¯̄Dē(tikh) +
¯̄Bw(t)

e(t) = Lξ(t)
ξ(θ) = col{x0, x̃0, 0}, θ ∈ [−dM , 0],

(3.11)

for t ∈ [tkh+τ(tkh), tk+1h+τ(tk+1h)), with τj−1 ≤ τ(tkh) ≤ τj , j = 1, · · · , N , where

¯̄A = diag{Ā, Af}, Ā = diag{Ap, Ã}, ¯̄Ad = col{Ād, 0}, L =
[
LpE −Cf

]
,

Ād =

[
0 0

0 Ãd + B̃1K̃1

]

, ¯̄Bf =

[
0

Bf l̃(j)CpE

]

, ¯̄B =

[
B̄
0

]

, B̄ =

[
Bp

0

]

E =

[
I 0 0
0 I 0

]

, ¯̄D = col{D̄, Bf L̄}, D̄ =

[
0 0

D̃F̃ B̃2K̃2

]

, L̄ =
[

l̃(j) 0
]
.

The event-triggeredH∞ filtering problem can then be stated as: Given prescribed

levels of disturbance attenuation γj > 0, j = 1, 2, · · · , N , determine the weighting

matrix Ωj and the parameters Af , Bf and Cf of the filters in the form of (3.10),

such that

1) the filter error system (3.11) with w(t) = 0 is asymptotical stable; and
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2) under zero initial condition, the filter error system (3.11) achieves an H∞

performance level γj, i.e. the filtering error e(t) satisfies ‖e(t)‖2 ≤ γj‖w(t)‖2,

for any nonzero w(t) ∈ L2[0,∞).

To proceed with, we first introduce three lemmas, which are useful in solving the

above problem.

Lemma 3.1. [130] Given any real matrices X, Y and Z with appropriate dimen-

sions and such that Y > 0 and is symmetric, we have

XTY X +XTZ + ZTX + ZTY −1Z ≥ 0. (3.12)

Lemma 3.2. [131] For a given matrix R > 0, the following inequality holds for any

continuously differentiable function w : [a, b] → R
n

∫ b

a

ẇT(u)Rẇ(u)du≥ 1

b− a
(Γ̃T1RΓ̃1 + 3Γ̃T2RΓ̃2) (3.13)

where Γ̃1 = w(b)− w(a) and

Γ̃2 = w(b) + w(a)− 2

b− a

∫ b

a

w(u)du.

Lemma 3.3. [132] Let τ(t) be a continuous function satisfying 0 ≤ h1 ≤ τ(t) ≤ h2.

For any n × n real matrix R1 > 0 and a vector ẋ : [−h2, 0] → R
⋉ such that the

integration concerned below is well defined, the following inequality holds for any

2n× 2n real matrix S1 satisfying

[
R̃1 S1

ST1 R̃1

]

≥ 0

− (h2 − h1)

∫ t−h1

t−h2

ẋT(s)R1ẋ(s)ds

≤2ψT11S1ψ21 − ψT11R̃1ψ11 − ψT21R̃1ψ21 (3.14)

where R̃1 := diag{R1, 3R1}; and






ψ11 =

[
x(t− τ(t))− x(t− h2)

x(t− τ(t)) + x(t− h2)− 2v2(t)

]

ψ21 =

[
x(t− h1)− x(t− τ(t))

x(t− h1)− x(t− τ(t))− 2v1(t)

]
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with 





v1(t) =
1

τ(t)− h1

∫ t−h1

t−τ(t)

x(s)ds

v2(t) =
1

h2 − τ(t)

∫ t−τ(t)

t−h2

x(s)ds.

3.3 H∞ filtering performance analysis

In this section, let the filter parameters in (3.10) and the congestion controllers in

(3.4) first be given. Then, based on a Lyapunov-Krasovskii functional, a sufficient

condition for H∞ performance analysis of the filtering error system (3.11) is given

by the following theorem.

Theorem 3.1. For given Af , Bf , Cf , K̃1, K̃2 and scalars τj−1, τj, (j = 1, · · · , N),

dm, dM , λ ∈ (0, 1) and γj > 0, the filtering error system (3.11) is asymptotically

stable with an H∞ performance γj, if there exist matrices Ωj > 0, P = [ P1 E
TP2

⋆ P3
] > 0,

Ri > 0, Qi > 0 (i = 1, 2, 3, 4), S1 = [ S11 S12

S13 S14
] > 0, S2 = [ S21 S22

S23 S24
] > 0, with

appropriate dimensions such that
[
Q̃4 S1

⋆ Q̃4

]

≥ 0,

[
R̃4 S2

⋆ R̃4

]

≥ 0 (3.15)









Ψ τj−1ΓQ3 (τj − τj−1)ΓQ4 dmΓR3 (dM − dm)ΓR4

⋆ −Q3 0 0 0
⋆ ⋆ −Q4 0 0
⋆ ⋆ ⋆ −R3 0
⋆ ⋆ ⋆ ⋆ −R4









< 0 (3.16)

where Q̃4 = diag{Q4, 3Q4}, R̃4 = diag{R4, 3R4} and

Γ = col{ĀT , 0, 0, ĀTd , 0, 0, 0, 0, D̄T , B̄T , 0, 0, 0, 0, 0, 0, }

Ψ =









Ψ11 Ψ12 Ψ13 Ψ14 0
⋆ Ψ22 0 Ψ24 Ψ25

⋆ ⋆ Ψ33 Ψ34 Ψ35

⋆ ⋆ ⋆ Ψ44 0
⋆ ⋆ ⋆ ⋆ Ψ55









(3.17)

with

Ψ11 =

[
Λ11 ETP2Af + ĀTETP2 − ETLTpCf
⋆ P3Af + ATf P

T
3 + CT

f Cf

]

,
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Ψ12 =

[
−2Q3 P1Ād 0
0 P T

2 EĀd 0

]

,

Ψ13 =

[
−2R3 ETP2Bf l̃CpE 0

0 P3Bf l̃CpE 0

]

,

Ψ14 =

[
P1D̄ + ETP2Bf L̄ P1B̄ 6Q3 6R3

P T
2 ED̄ + P3Bf L̄ P T

2 EB̄ 0 0

]

,

Ψ22 =





Λ33 Λ34 Λ35

⋆ Λ44 Λ45

⋆ ⋆ −Q2 − 4Q4



 ,

Ψ24 =





0 0 6Q3 0
0 0 0 0
0 0 0 0



 ,

Ψ25 =





−2ST13 − 2ST14 + 6Q4 0 0 0
2ST13 − 2ST14 + 6Q4 −2S12 − 2S14 + 6Q4 0 0

0 2S12 − 2S14 + 6Q4 0 0



 ,

Ψ33 =





Λ66 Λ67 Λ68

⋆ Λ77 Λ78

⋆ ⋆ −R2 − 4R4



 ,

Ψ34 =





0 0 0 6R3

0 0 0 0
0 0 0 0



 ,

Ψ35 =





0 0 −2ST23 − 2ST24 6R4

0 0 2ST23 − 2ST24 + 6R4 −2S22 − 2S24 + 6R4

0 0 6R4 2S22 − 2S24



 ,

Ψ44 = diag{−Ωj ,−γ2j I,−12Q3,−12R3},

Ψ55 =







−12Q4 4S14 0 0
⋆ −12Q4 0 0
⋆ ⋆ −12R4 4S24

⋆ ⋆ ⋆ −12R4






,

Λ11 = P1Ā+ ĀTP T
1 +Q1 +R1 − 4Q3 − 4R3 + ETLTpLpE,

Λ33 = −Q1 +Q2 − 4Q4 − 4Q3

Λ34 = ST11 + ST12 + ST13 + ST14 − 2Q4,

Λ35 = −ST11 + ST13 − ST12 + ST14,

Λ44 = −S11 − ST11 − S13 − ST13 + S12 + ST12 + S14 + ST14 − 8Q4,

Λ45 = ST11 − ST13 − ST12 + ST14 − 2Q4,

Λ66 = −R1 +R2 − 4R4 − 4R3,
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Λ67 = ST21 + ST22 + ST23 + ST24 − 2R4,

Λ68 = −ST21 + ST23 − ST22 + ST24,

Λ77 = −S21 − ST21 − S23 − ST23 + S22 + ST22 + S24 + ST24 − 8R4 + λC̄TΩjC̄,

Λ78 = ST21 − ST23 − ST22 + ST24 − 2R4, C̄ = diag{Cp, I}.

Proof. Choose the following Lyapunov-Krasovskii functional

V (t) = ξT (t)Pξ(t) + V1(t) + V2(t) (3.18)

where

V1(t) =

∫ t

t−τj−1

ηT (s)Q1η(s)ds+

∫ t−τj−1

t−τj

ηT (s)Q2η(s)ds

+ τj−1

∫ t

t−τj−1

∫ t

θ

η̇T (s)Q3η̇(s)dsdθ

+ (τj − τj−1)

∫ t−τj−1

t−τj

∫ t

θ

ηT (s)Q4η(s)dsdθ

V2(t) =

∫ t

t−dm

ηT (s)R1η(s)ds+

∫ t−dm

t−dM

ηT (s)R2η(s)ds

+ dm

∫ t

t−dm

∫ t

θ

η̇T (s)R3η̇(s)dsdθ

+ (dM − dm)

∫ t−dm

t−dM

∫ t

θ

η̇T (s)R4η̇(s)dsdθ

where P = [ P1 E
TP2

⋆ P3
] > 0, Q1 > 0, Q2 > 0, Q3 > 0, Q4 > 0, R1 > 0, R2 > 0, R3 > 0,

R4 > 0 to be determined.

Then, taking the derivative of V (t) with respect to t along the trajectory of the

system (3.11) yields

V̇ (t) = 2ξT (t)P ξ̇(t) + ηT (t)(Q1 +R1)η(t)

− ηT (t− τj)Q2η(t− τj)− ηT (t− dM)R2η(t− dM)

+ ηT (t− τj−1)(Q2 −Q1)η(t− τj−1) + ηT (t− dm)(R2 − R1)η(t− dm)

+ η̇T (t)(τ 2j−1Q3 + (τj − τj−1)
2Q4 + d2mR3 + (dM − dm)

2R4)η̇(t)
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− τj−1

∫ t

t−τj−1

η̇T (θ)Q3η̇(θ)dθ − (τj − τj−1)

∫ t−τj−1

t−τj

η̇T (θ)Q4η̇(θ)dθ

− dm

∫ t

t−dm

η̇T (θ)R3η(θ)dθ − (dM − dm)

∫ t−dm

t−dM

η̇T (θ)R4η̇(θ)dθ (3.19)

Applying Lemma 3.2, we have

−τj−1

∫ t

t−τj−1

η̇T (θ)Q3η̇(θ)dθ ≤ −ψT0
[
Q3 0
0 3Q3

]

ψ0 (3.20)

where

ψ0 =

[
η(t)− η(t− τj−1)

η(t) + η(t− τj−1)− v0

]

with

v0(t) =
2

τj−1

∫ t

t−τj−1

η(s)ds.

Applying Lemma 3.2 again, we obtain

−dm
∫ t

t−dm

η̇T (θ)R3η̇(θ)dθ ≤ −ψ̃T0
[
R3 0
0 3R3

]

ψ̃0 (3.21)

where

ψ̃0 =

[
η(t)− η(t− dm)

η(t) + η(t− dm)− ṽ0

]

with

ṽ0(t) =
2

dm

∫ t

t−dm

η(s)ds.

By using Lemma 3.3, it is clear that

− (τj − τj−1)

∫ t−τj−1

t−τj

η̇T (θ)Q4η̇(θ)dθ ≤ 2ψT11S1ψ12 − ψT11Q̃4ψ11 − ψT12Q̃4ψ12 (3.22)

where Q̃4 = diag{Q4, 3Q4} and







ψ11 =

[
η(t− τ(t))− η(t− τj)

η(t− τ(t)) + η(t− τj)− 2v11(t)

]

ψ12 =

[
η(t− τj−1)− η(t− τ(t))

η(t− τj−1) + η(t− τ(t))− 2v12(t)

]
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with 





v11(t) =
1

τj − τ(t)

∫ t−τ(t)

t−τj

η(s)ds

v12(t) =
1

τ(t)− τj−1

∫ t−τj−1

t−τ(t)

η(s)ds

Applying Lemma 3.3 again to obtain

− (dM − dm)

∫ t−dm

t−dM

η̇T (θ)R4η̇(θ)dθ ≤ 2ψT21S2ψ22 − ψT21R̃4ψ21 − ψT22R̃4ψ22 (3.23)

where R̃4 = diag{R4, 3R4} and







ψ21 =

[
η(t− d(t))− η(t− dM)

η(t− d(t)) + η(t− dM)− 2v21(t)

]

ψ22 =

[
η(t− dm)− η(t− d(t))

η(t− dm) + η(t− d(t))− 2v22(t)

]

with 





v21(t) =
1

dM − d(t)

∫ t−d(t)

t−dM

η(s)ds

v22(t) =
1

d(t)− dm

∫ t−dm

t−d(t)

η(s)ds

Based on (3.7), it is clear that for t ∈ Θi
k

[
ek(t

i
kh)

ψ(tikh)

]T

Ωj

[
ek(t

i
kh)

ψ(tikh)

]

< λ

[
yp(t

i
kh)

x̃(tikh)

]T

Ωj

[
yp(t

i
kh)

x̃(tikh)

]

(3.24)

Substituting (3.20)-(3.24) into (3.19) yields

V̇ (t) + eT (t)e(t)− γ2jw
T (t)w(t) ≤ ζT (t)Υζ(t) (3.25)

where ζ(t) = col{η(t), xf(t), η(t−τj−1), η(t−τ(t)), η(t−τj), η(t−dm), η(t−d(t)), η(t−

dM), ē(t−d(t)), w(t), v0(t), ṽ0(t), v11(t), v12(t), v21(t), v22(t)}, and

Υ = Ψ+Γ
[
τ 2j−1Q3+(τj − τj−1)

2Q4+d
2
mR3+(dM − dm)

2R4

]
ΓT

If the matrix inequality in (3.16) is satisfied, then application of the Schur comple-

ment gives Υ < 0. Thus, there exists a scalar σ > 0 such that

V̇ (t) + eT (t)e(t)− γ2jw
T (t)w(t) ≤ −σζT (t)ζ(t) ≤ −σξT (t)ξ(t) (3.26)
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When w(t) ≡ 0, from (3.26), it can be seen that

V̇ (t) ≤ −eT e(t)− σξT (t)ξ(t)

≤ −σξT (t)ξ(t) < 0, for ξ(t) 6= 0 (3.27)

Therefore, we can conclude that the filtering error system (3.11) with w(t) ≡ 0 is

asymptotically stable.

When w(t) 6= 0, from (3.26), for any t ≥ 0, we have

∫ t

0

−eT (s)e(s) + γ2jw
T (s)w(s)ds ≥ V (t)− V (0) (3.28)

Under zero initial conditions,

‖e(t)‖2 < γj‖w(t)‖2 (3.29)

This completes the proof.

3.4 H∞ filter design

It is obvious that in Theorem 3.1, the filtering parameters Af , Bf and Cf are coupled

with the Lyapunov matrix P . Hence, we can not obtain the filter parameters directly

from Theorem 3.1. In the following, we will provide a method to codesign the filter

parameters, the congestion controllers and the event-triggering scheme parameters.

Theorem 3.2. For given scalars τj−1, τj, dm, dM , λ ∈ (0, 1) and γj > 0, the event-

triggered filtering problem is solvable, if there exist matrix Ωj > 0, (j = 1, ·, N),

P1 > 0, Ri > 0, Qi > 0 (i = 1, 2, 3, 4), S1 = [ S11 S12

S13 S14
] > 0, S2 = [ S21 S22

S23 S24
] > 0,

W > 0, P1 > ETWE, Âf , B̂f and Ĉf such that the following matrix inequalities

hold

[
Q̃4 S1

⋆ Q̃4

]

≥ 0,

[
R̃4 S2

⋆ R̃4

]

≥ 0 (3.30)
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













Ψ̃ Γ0 τj−1Γ1Q3 (τj − τj−1)Γ1Q4 dmΓ1R3 (dM − dm)Γ1R4 Γ2 Γ3

⋆ −I 0 0 0 0 0 0
⋆ ⋆ −Q3 0 0 0 0 0
⋆ ⋆ ⋆ −Q4 0 0 0 0
⋆ ⋆ ⋆ ⋆ −R3 0 0 0
⋆ ⋆ ⋆ ⋆ ⋆ −R4 0 0
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −P1 0
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −P1















< 0

(3.31)

where Q̃4 = diag{Q4, 3Q4}, R̃4 = diag{R4, 3R4}, and

Γ0 = col{−ETLTp , Ĉ
T
f , 0, · · · , 0︸ ︷︷ ︸

14

},

Γ1 = col{ĀT , 0, 0, ˜̃ATd , 0, 0, 0, 0, ˜̃DT , B̄T , 0, 0, 0, 0, 0, 0, },

Γ2 = col{0,WE, 0, · · · , 0,
︸ ︷︷ ︸

14

τj−1Q3, (τj − τj−1)Q4, dmR3, (dM − dm)R4},

Γ3 = col{0, 0, 0, ˜̃BT
1 Y

T
1 , 0, 0, 0, 0,

˜̃BT
2 Y

T
2 , 0, · · · , 0,︸ ︷︷ ︸

12

},

Ψ̃ =









Ψ̃11 Ψ̃12 Ψ̃13 Ψ̃14 0
⋆ Ψ22 0 Ψ24 Ψ25

⋆ ⋆ Ψ33 Ψ34 Ψ35

⋆ ⋆ ⋆ Ψ44 0
⋆ ⋆ ⋆ ⋆ Ψ55









(3.32)

with

Ψ̃11 =

[
Λ̃11 ET Âf + ĀTETW T

⋆ Âf + ÂTf

]

,

Ψ̃12 =

[

−2Q3 P1
˜̃Ad + Y1

¯̄B1 0

0 W TE ˜̃Ad 0

]

,

Ψ̃13 =

[
−2R3 ET B̂f l̃CpE 0

0 B̂f l̃CpE 0

]

,

Ψ̃14 =

[

P1
˜̃D + ET B̂f L̄+ Y2

¯̄B2 P1B̄ 6Q3 6R3

WE ˜̃D + B̂f L̄ WEB̄ 0 0

]

,

Λ̃11 = P1Ā+ ĀTP T
1 +Q1 +R1 − 4Q3 − 4R3,

¯̄B1 =

[

0 0

0 ˜̃B1

]

, ¯̄B2 =

[

0 0

0 ˜̃B1

]

, ˜̃B1 = diag{−τ
2
0C0

2N2
,−τ

2
0C0

2N2
}.
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Moreover, the parameters of the filter for the filtering error system (3.11) are given

as

Af = ÂfW
−1, Bf = B̂f , Cf = ĈfW

−1 (3.33)

Proof. Notice that W > 0. Then there exists a nonsingular real matrices P2 and

a real matrix P3 > 0 such that W = P2P
−1
3 P T

2 . Since P1 − ETWE > 0, we have

P1 − ETP2P
−1
3 P T

2 E > 0, which leads to P = [ P1 E
TP2

⋆ P3
] > 0. Denote

Af = P−1
2 ÂfW

−1P2, Bf = P−1
2 B̂f , Cf = ĈfW

−1P2 (3.34)

Define J := diag{I, P2P
−1
3 , I, · · · , I

︸ ︷︷ ︸

18

} and pre- and post-multiply (3.16) by J and

J T , respectively. Applying the Schur complement, and based on Lemma 3.1, one can

deduce that the matrix inequality (3.31) implies (3.16). Therefore, if the conditions

of Theorem 3.2 are satisfied, then so are the conditions of Theorem 3.1, which means

that the filtering error system (3.11) is asymptotically stable with H∞ performance

γj. Finally, we prove the filter matrix parameters Af , Bf and Cf can be obtained

by (3.39). In fact, an observation from (3.34) is that

[
Af Bf

Cf 0

]

=

[
P−1
2 0
0 I

] [
ÂfW

−1 B̂f

ĈfW
−1 0

] [
P2 0
0 I

]

Then, it can be concluded that the filter (3.10) with parameters (Af , Bf , Cf) is alge-

braically equivalent to the filter (3.10) with the parameters (ÂfW
−1, B̂f , ĈfW

−1),

which completes the proof.

If the network dynamics is not considered, the event-triggered communication

scheme proposed in this thesis is no longer available. Nevertheless, we can also

present the sufficient condition to design suitable filters to estimate the states of the

control system. We first rewrite the corresponding filtering error system as







ζ̇(t) = Âζ(t) + ÊĤζ(t− d(t)) + B̂eê(t
i
kh) + B̂ww(t)

e(t) = Ĉζ(t)
ζ(θ) = col{x0, 0}, θ ∈ [−dM , 0],

(3.35)
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where

ζ(t) = col{xp(t), xf (t)}, Â = diag{Ap, Af}, Ĉ =
[
Lp −Cf

]
,

Ê =

[
0

BfCp

]

, B̂w =

[
Bp

0

]

, B̂e =

[
0
Bf

]

, Ĥ =
[
I 0

]
.

Then, following the line of the proofs of Theorem 3.1 and 3.2, we have the following

result.

Corollary 3.1. For given scalars dm, dM , λ ∈ (0, 1) and γ > 0, the event-triggered

filtering problem is solvable, if there exist matrices Ω > 0, P1 > 0, Ri > 0 (i =

1, 2, 3, 4), S2 = [ S21 S22

S23 S24
] > 0, W > 0, P1 > W , Âf , B̂f and Ĉf such that the

following matrix inequalities hold

[
R̃4 S2

⋆ R̃4

]

≥ 0 (3.36)







χ Γ̂0 dmΓ̂1R3 (dM − dm)Γ̂1R4

⋆ −I 0 0
⋆ ⋆ −R3 0
⋆ ⋆ ⋆ −R4






< 0 (3.37)

where R̃4 = diag{R4, 3R4}, and

Γ̂0 = col{−LTp , ĈT
f , 0, · · · , 0︸ ︷︷ ︸

8

},

Γ̂1 = col{ATp , 0, 0, 0, 0, 0, Bp, 0, 0, 0},

χ =







χ11 χ12 χ13 0
⋆ χ22 χ23 χ24

⋆ ⋆ χ33 0
⋆ ⋆ ⋆ χ44







(3.38)

with

χ11 =

[
P1Ap + ATp P

T
1 +R1 − 4R3 Âf + ATpW

T

⋆ Âf + ÂTf

]

,

χ12 =

[
−2R3 B̂f C̃p 0

0 B̂fCp 0

]

,
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χ13 =

[
B̂f P1Bp 6R3

B̂f WBp 0

]

,

χ22 =





ϑ33 ϑ34 ϑ35
⋆ ϑ44 ϑ45
⋆ ⋆ −R2 − 4R4



 ,

χ24 =





0 0 6R3

0 0 0
0 0 0



 ,

χ24 =





−2ST23 − 2ST24 6R4

2ST23 − 2ST24 + 6R4 −2S22 − 2S24 + 6R4

6R4 2S22 − 2S24



 ,

χ33 = diag{−Ω,−γ2I,−12R3},

χ44 =

[
−12R4 4S24

⋆ −12R4

]

,

ϑ33 = −R1 +R2 − 4R4 − 4R3,

ϑ34 = ST21 + ST22 + ST23 + ST24 − 2R4,

ϑ35 = −ST21 + ST23 − ST22 + ST24,

ϑ44 = −S21 − ST21 − S23 − ST23 + S22 + ST22 + S24 + ST24 − 8R4 + λCT
p ΩCp,

ϑ45 = ST21 − ST23 − ST22 + ST24 − 2R4.

Moreover, the parameters of the filter for the filtering error system (3.35) are given

as

Af = ÂfW
−1, Bf = B̂f , Cf = ĈfW

−1 (3.39)

Proof 3.1. The proof is omitted due to its similarity to those of Theorem 3.1 and

3.2.

The example in Section 3.5 shows that Corollary 3.1 can achieve less conservative

results than some existing ones.

3.5 An application to a mechanical system with

two masses and two springs

Assume that the plant to be considered is as shown in Figure 3.2, where x1 and
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M1 M2

K1
K2

w

x1 x2

Figure 3.2: A mass-spring system

x2 are the positions of the mass m1 and m2, respectively; and k1, k2 are spring

constants. As specified in [125], m1 = 1, m2 = 0.5, k1 = 1, k2 = 1 and the viscous

friction coefficient is 0.5. Then the networked system (3.1) with the parameters as

Ap =







0 0 1 0
0 0 0 1
−2 1 −0.5 0
2 −2 0 −1






, Bp =







0
0
1
0






, Cp =

[
1 0 0 0

]
, (3.40)

and Lp is chosen as Lp =
[
0.1 0.1 0.1 0.1

]
.

In this application, we assume that the data is transmitted over a low speed

network, with the TCP/AQM communication network’s parameters chosen as in

Table 3.1.

Table 3.1: A low speed network

TCP session number N 50
Link capacity C 5000 packets/second
Round trip time τ0 0.2s
Propagation delay Tp 0.1s
Queue size q0 500 packets
Window size W0 25 packets
Probability of packet mark p0 0.0032

In this network environment, we choose the sampling period h = 0.2s. We

decompose the delay interval [0.1 0.64] into 7 subintervals. Then employing Theorem

3.2, we obtain the 7 sets of the online scheduling parameters as in Table 3.2

The parameters for the online filter Fj , (j = 1, · · · , 7) can be obtained by em-
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Table 3.2: Online congestion controller gains and filters

γj λ K̃1 K̃2 τ(tkh) Filter
1 0.015 [−66.0974 1.7643 [−0.0229 − 0.0009] [0.10, 0.16) F1

0.8 0.03 [−35.3524 0.9085] [−0.0084 − 0.0004] [0.16, 0.22) F2

1.2 0.045 [−46.3352 1.1557] [−0.0130 − 0.0005] [0.22, 0.28) F3

1.4 0.06 [−44.1108 1.0829] [−0.0120 − 0.0005] [0.28, 0.34) F4

1.6 0.075 [−34.1376 0.8319] [−0.0077 − 0.0004] [0.34, 0.40) F5

1.8 0.09 [−54.2958 1.3065] [−0.0163 − 0.0008] [0.40, 0.46) F6

2.0 0.105 [−62.9985 1.5246] [−0.0276 − 0.0010] [0.46, 0.64] F7

ploying Theorem 3.2. These parameters are as

A1
f =







−0.0296 0.0417 0.0614 −0.0075
−0.0084 −0.0212 −0.0426 0.0201
−0.0465 0.0119 −0.0203 0.0133
0.0292 −0.0428 −0.0311 −0.0134






,

B1
f = col{−0.0081 − 0.0010 − 0.0006 − 0.0004},

C1
f =

[
−0.1983 −0.0920 −0.1876 −0.0953

]
.

A2
f =







−0.0217 0.0272 0.0415 −0.0039
−0.0073 −0.0149 −0.0282 0.0134
−0.0361 0.0071 −0.0167 0.0075
0.0171 −0.0288 −0.0199 −0.0111






,

B2
f = col{−0.0082 − 0.0012 − 0.0006 − 0.0007},

C2
f =

[
−0.1936 −0.0880 −0.1787 −0.0924

]
.

A3
f =







−0.0245 0.0326 0.0489 −0.0050
−0.0079 −0.0172 −0.0336 0.0157
−0.0400 0.0089 −0.0180 0.0096
0.0213 −0.0338 −0.0241 −0.0119






,

B3
f = col{−0.0081 − 0.0011 − 0.0006 − 0.0006},

C3
f =

[
−0.1961 −0.0897 −0.1829 −0.0934

]
.

A4
f =







−0.0245 0.0326 0.0489 −0.0050
−0.0079 −0.0172 −0.0336 0.0157
−0.0400 0.0089 −0.0180 0.0096
0.0213 −0.0338 −0.0241 −0.0119






,

B4
f = col{−0.0081 − 0.0011 − 0.0006 − 0.0006},
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C4
f =

[
−0.1961 −0.0897 −0.1829 −0.0934

]
.

A5
f =







−0.0216 0.0278 0.0423 −0.0041
−0.0080 −0.0148 −0.0285 0.0139
−0.0369 0.0075 −0.0166 0.0080
0.0172 −0.0291 −0.0202 −0.0110






,

B5
f = col{−0.0082 − 0.0011 − 0.0006 − 0.0006},

C5
f =

[
−0.1930 −0.0884 −0.1783 −0.0920

]
.

A6
f =







−0.0265 0.0369 0.0547 −0.0054
−0.0088 −0.0188 −0.0374 0.0172
−0.0428 0.0097 −0.0189 0.0112
0.0241 −0.0375 −0.0277 −0.0123






,

B6
f = col{−0.0079 − 0.0010 − 0.0006 − 0.0005},

C6
f =

[
−0.1979 −0.0907 −0.1854 −0.0939

]
.

A7
f =







−0.0290 0.0422 0.0619 −0.0069
−0.0099 −0.0208 −0.0423 0.0200
−0.0469 0.0116 −0.0200 0.0135
0.0284 −0.0427 −0.0318 −0.0130






,

B7
f = col{−0.0078 − 0.0009 − 0.0006 − 0.0004},

C7
f =

[
−0.1979 −0.0923 −0.1887 −0.0960

]
.

Based on the network dynamics and by employing Theorem 3.2, the weighting

matrices under the online scheduling strategy can be obtained as

Ω1 =





0.0801 −0.0005 −0.0000
−0.0005 0.4396 −0.0084
−0.0000 −0.0084 0.0008



 ,Ω2 =





0.0676 −0.0003 −0.0000
−0.0003 0.2410 −0.0047
−0.0000 −0.0047 0.0005



 ,

Ω3 =





0.0723 −0.0004 −0.0000
−0.0004 0.3127 −0.0061
−0.0000 −0.0061 0.0006



 ,Ω4 =





0.0707 −0.0003 −0.0000
−0.0003 0.3012 −0.0059
−0.0000 −0.0059 0.0005



 ,

Ω5 =





0.0661 −0.0003 −0.0000
−0.0003 0.2392 −0.0047
−0.0000 −0.0047 0.0005



 ,Ω6 =





0.0728 −0.0004 −0.0000
−0.0004 0.3756 −0.0073
−0.0000 −0.0073 0.0007



 ,
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Ω7 =





0.0754 −0.0006 −0.0000
−0.0006 0.3660 −0.0062
−0.0000 −0.0062 0.0008



 .

Under the proposed scheduling strategy, the sampled measurement outputs (SN,

tkh, y(tkh), x̃(tkh)) of the networked system (3.1) are scheduled as shown in Table

3.3.

Table 3.3: An online scheduling strategy

SN tkh y(tkh) x̃(tkh) Filter
S1 1h 0.0200 [10.00,−500.0]T F1

S2 2h 0.0731 [20.00, 336.3]T F3

S3 3h 0.2428 [26.37, 891.0]T F5

S4 4h 0.3116 [28.45, 1202]T F6

S5 9h 0.2389 [15.79, 1009]T F6

S6 10h 0.1995 [10.83, 78.78]T F5

S7 11h 0.1553 [7.440, 563.6]T F4

· · · · · · · · · · · · · · ·
S10 19h 0.0627 [0.0368, 1.992]T F ∗

2

· · · · · · · · · · · · · · ·

Given the above filters and the initial conditions of the system as xp(0) =

col{0.02,−0.02, 0.02,−0.02} and w(t) = 5e−t
2

sin(3πt), the evolution of the filtering

error signals are shown in Figure 3.3. The sampling, releasing and arriving instants

of the transmitted data are illustrated in Figure 3.4. The network dynamics are

shown in Figure 3.5.

On the other hand, in the time interval [0, 10s], the number of sampled data

packets is 50, while under the Information Dispatching Middleware, only 16 packets

are transmitted to the filter. Then it can be seen from the above results that in this

network environment, the measurement outputs are effectively scheduled by the

proposed Information Dispatching Middleware framework. To be specific, nearly

32% of communication resources are saved. Moreover, the released packages are

transmitted by the congestion module under the allowable transmission network-

induced delay interval. Furthermore, the middleware framework parameters are set

and suitable H∞ filters are designed on the basis of network dynamics.
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Figure 3.3: Estimation error e(t) with the event-triggered scheme
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Figure 3.4: Sampling, releasing, arriving instants and network-induced delays
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Figure 3.5: Network state responses with event-triggered instants

In order to compare with some existing results, we consider the case that the

communication network is given in advance. Thus, it is assumed that the network

dynamics is not considered in the filters design. For various λ, we calculate the

minimum H∞ performance level γmin of γ > 0 using Corollary 3.1, and the obtained

results are list in Table 3.4, from which one can see clearly that Corollary 3.1 in this

thesis outperforms the ones in [71].

Table 3.4: Minimum values of γ for different λ.

λ 0.1 0.2 0.3 0.4 0.5
[71] 0.3341 0.3597 0.3772 0.3890 0.3972

Corollary 3.1 0.1891 0.1933 0.1962 0.1983 0.2001

3.6 Conclusion

In this chapter, event-triggered H∞ filtering for networked systems has been investi-

gated by taking network dynamics into account. An Information Dispatching Mid-
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dleware has been constructed to establish a novel framework for networked systems,

where two modules, namely the Information Selection Module and the Congestion

Avoidance Module, are introduced. An online scheduling strategy has been pro-

posed based on this framework. Then, the filtering error system based on network

dynamics has been formulated as a system with two time-varying delays. By using

Lyapunov-Krasovskii functional theory, a sufficient condition to ensure stability and

to guarantee the prescribed H∞ noise attenuation performance for the filtering error

system has been derived. Based on the condition, the codesign method of the online

filter and network congestion controllers has been proposed in terms of a set of linear

matrix inequalities. Finally, a mechanical system with two masses and two springs

has been used to illustrate the merits and effectiveness of the method proposed in

this chapter.





Chapter 4

Network dynamic-based H∞
control of large-scale distributed
networked systems

4.1 Introduction

Distributed networked systems consist of several coupled subsystems that are geo-

graphically distributed and spatially connected through communication networks.

There are a number of applications of this kind of system, for example, electrical

power grid and transportation networks. In such large-scale systems, a group of

physical distributed systems transmit data through a shared communication net-

work. The introduction of a communication network provides several advantages

such as cost effectiveness and ease of installation and maintenance, as previously

described in Chapter 1. However, due to the limited network resources and the

characteristics of large-scale systems, the analysis and control of distributed net-

worked systems are significantly different from those of traditional control systems.

Several results on analysis and design of distributed networked systems have been

reported in the literature, see, e.g. [133], [134], [135] and the references therein.

For large-scale systems, there are three main control strategies: centralised con-

trol, decentralised control and distributed control. The centralised strategy requires

the measurement outputs of all subsystems to be collected and transmitted to a
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centralised controller simultaneously in order to execute the tasks [136]. Moreover,

the centralised strategy requires a very powerful communication network in order to

transmit all the measurement outputs at the same time. To integrate these problem-

s, decentralised architectures have been proposed. In a decentralised architecture, a

controller is assigned to each subsystem through a communication network so that

tasks can be executed based on local measurements. With this strategy, there is

no signal transferred between different local controllers [137]. However, in some

situations, while most of the signals are collected locally, some signals still need to

be transmitted between the controllers to maintain the performance of the overall

system. In this case, a distributed control strategy is preferable, in which the perfor-

mance of the system is preserved while the burden on the communication network

is reduced compared to the centralised strategy.

For efficient utilisation of limited network resources, it is important to introduce

an event-triggered transmission scheme into the control of large-scale distributed sys-

tems to reduce some unnecessary transmissions. A big challenge in introducing the

event-triggered scheme into a distributed control system is the asynchronous trans-

mission of each subsystem, which makes the design of the event-triggered thresholds

much more complicated than in the centralised case. To deal with this problem,

several results have been reported in the literature. In [7] and [138], decentralised

event-triggered feedback schemes are proposed in order to analyse the asymptotical

stability of the linear and nonlinear systems, respectively. Based on a centralised

approach, an event-triggered scheme is introduced into sensor-actuator networks

[139], where the measurement error of the full system state is upper bounded by the

centralised event-triggered threshold. This requires the measurement of all the sub-

systems to be transmitted to the central controller synchronously. More recently, an

event-triggered scheme for distributed control systems is developed in [7], [51], [52].

In these results, the current state of the subsystem is sampled and released for trans-
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mission only if the local measurement error of the subsystem state exceeds a specified

threshold. It should be pointed out that the results mentioned above require the

states to be measured continuously. In these schemes, extra hardware is needed to

detect the violation of the event-triggered condition. In addition, due to the con-

tinuous detection, a nonzero minimum inter-event time needs to be guaranteed for

each sensor node to avoid the Zeno phenomenon. In practice, when communication

networks take place over large-scale control systems, the data is transmitted in dis-

crete packets. Therefore, when the data for each subsystem is detected at discrete

sampling instants, hardware is not needed and the Zeno phenomenon is avoided.

In this chapter, we propose a distributed discrete event-triggered scheme where

each subsystem triggers data asynchronously, which is different from synchronous

transmission as studied in [139]. Although it brings difficulties in system modelling

and analysis, asynchronous transmission can increase the flexibility and ease the

implementation. In this chapter, a framework for large-scale systems in network

environments is developed. In this framework, an Information Dispatching Middle-

ware is invoked to schedule the sampled data by using the Information Selection

Module and the Congestion Avoidance Module. The Information Selection Mod-

ule contains an event-triggered scheme, which considers both the subsystem alert

and network dynamics. It provides a tradeoff to balance networked system per-

formance and network resources utilisation. In the Congestion Avoidance Module,

the released packets are scheduled by congestion avoidance within the allowable

network-induced delay. To achieve such a tradeoff, both the networked system and

network dynamics are modelled in the Information Dispatching Middleware, which

hides the low level details and reduces the engineers’ burden. The parameters of

the middleware and the controllers are codesigned by solving a set of linear matrix

inequalities (LMIs). The design method is applied to a quadruple-tank process to

illustrate the effectiveness of the proposed framework.
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4.2 Modelling and problem formulation

4.2.1 A framework for a distributed networked system

Consider a large-scale distributed system, which consists of N coupled linear time-

invariant subsystems described by







ẋi(t) = Aiixi(t) +Biui(t) +
∑

j∈Ni

Aijxj(t) +Bi
wwi(t)

yi(t) = Cixi(t)

xi(0) = x0i ,

(4.1)

where xi(t) ∈ R
ni is the state vector of subsystem i; ui(t) ∈ R

mi is the control input;

wi(t) ∈ R
q is the exogenous disturbance, which belongs to L2[0,+∞); yi(t) ∈ R

si

is the measurement output vector; matrices Ai, Aij Bi, B
i
w and Ci are known real

matrices with appropriate dimensions; and φi is the initial condition.

The objective of this chapter is to control the distributed system (4.1) with

remotely distributed controllers by employing an event-triggered scheme. It should

be recalled that for existing event-triggered methods, most of them only consider

the stability or the performance of the control system, while few of them consider

the dynamics of the communication network, which is important for the control

of distributed networked systems. In this chapter, we focus on the event-triggered

distributed control for large-scale systems taking into account network dynamics, as

shown in Figure 4.1.

The Information Dispatching Middleware illustrated in Figure 4.1 consists of

two modules. One is the Information Selection Module; the other is the Conges-

tion Control Module. In the Information Selection Module, there are two devices

called a signal-receiver and an event-generator to deal with the received signals

from distributed sensors, as shown in Figure 4.2. Between the signal-receiver and

the event-generator, there are several event-detectors for different sensors to select

the “needed” signal to be transmitted under some level of threshold λ, which deter-

mines the number of transmitted data and guarantees the prescribed performance
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Figure 4.2: The Information Selection Module

More specifically, for the event-detector i, the main task is to select the “need-

ed” sampled data to be transmitted from sensor i to the corresponding distributed

controller ui(t) by using a predefined event-triggered scheme. The event-detector i

receives not only the sampled data xi(sh) of sensor i, but also the network dynamics

x̃(sh), with a constant period h > 0 under some form of network time synchroni-

sation mechanism. The set of sampled instants can be represented by {sh|s ∈ N};
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the set of released instants {tkih|tki ∈ N} is a subset of the sampled instants and

we define tlkih = tkih + lh as the corresponding following sampled instants for the

released instant tkih, with l = 0, . . . , Lki, Lki = tki+1 − tki when l = 0, tlkih = tkih;

l = Lki , t
l
ki
h = tki+1h.

The measurement state error ei(t
l
ki
h) of the sensor node i between the latest

transmitted data xi(tkih) and the corresponding sampled data xi(t
l
ki
h) can be cal-

culated as

ei(t
l
ki
h) = xi(t

l
ki
h)− xi(tkih). (4.2)

In event-detector i, the event-triggered comparator to check if the current data

should be transmitted, is given by

[
ei(t

l
ki
h)

ψi(t
l
ki
h)

]T

Ωi

[
ei(t

l
ki
h)

ψi(t
l
ki
h)

]

≥ λ(γ̃)

[
xi(t

l
ki
h)

x̃(tlkih)

]T

Ωi

[
xi(t

l
ki
h)

x̃(tlkih)

]

(4.3)

where xi(t
l
ki
h), x̃(tlkih), ei(t

l
ki
h) and ψi(t

l
ki
h) are the state of subsystem i at the

instant tlkih, the state of network dynamics at the instant tlkih, the state error of

subsystem i at the instant tlkih, and the dynamic priority evaluation function of

subsystem i at the instant tlkih, respectively; and λ(γ̃) is a function of the com-

munication network performance index γ̃ to determine whether or not the sampled

state xi(t
l
ki
h) should be packaged and transmitted. The network dynamics x̃(tlkih),

the dynamic priority evaluation function ψi(t
l
ki
h) and the communication network

performance index γ̃ are provided by the Congestion Control Module.

Remark 4.1. In contrast to the event-triggered conditions in [70], [125], [140], the

proposed event-triggered comparator in the Information Selection Module not only

considers the state error ei(t
l
ki
h) of the sensor node i between the latest transmitted

data xi(tkih) and the following sampled data xi(t
l
ki
h), but also is concerned with

the dynamic priority evaluation ψi(t
l
ki
h) and the network dynamics x̃(tlkih), which

shows the coordination between the Information Selection Module and the Congestion
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Avoidance Module. Moreover, the transmitted packet is evaluated by ψi(t
l
ki
h) based

on its importance or significance, then the packets are assigned their own priority

to access the communication network.

The selected sampled data xi(t
l
ki
h) is packaged as (SN, tki+1h, xi(tki+1h),

x̃(tki+1h)) and transmitted through the communication network. t0h is the initial

released instant and the next transmission instant of the sensor node i can be ex-

pressed as

tki+1h = tkih + inf
l≥1

{lh|fi(tlkih) ≥ 0, i = 1, · · · ,N}. (4.4)

where fi(t) = [ ei(t)
ψi(t)

]TΩi[
ei(t)
ψi(t)

]− λ(γ̃)[ xi(t)
x̃(t) ]

TΩi[
xi(t)
x̃(t) ].

Remark 4.2. An important parameter in the proposed event-triggered comparator

is λ(γ̃), which reflects the level at which the packets are released by the Information

Select Module. The relationship between the parameter λ and the H∞ performance

index γ̃ of the communication network is established, and a codesign method is pro-

vided in Section 4.3 to show how to determine the parameter λ(γ̃) based on the

prescribed H∞ performance index γ̃.

In the Congestion Avoidance Module, network dynamics of a shared TCP/IP

communication network and the network performance which shows the quality of

the service (QoS) can be formulated as a nonlinear fluid-flow model by using a

stochastic differential equation analysis approach [102]. As discussed in Chapter 2,

a generalised fluid-flow model of TCP/AQM communication networks for large-scale

distributed systems can be described as







˙̃x(t) = Ãx̃(t) + Ãdx̃(t− τ(t)) + B̃1ũ1(t− τ(t))

+B̃2ũ2(t) + D̃ṽ(t) + B̃ww̃(t)

ỹ(t) = H̃x̃(t)

(4.5)

where x̃(t) ∈ R
2, ũ1(t) ∈ R

1, ũ2(t) ∈ R
1, ṽ(t) ∈ R

2, w̃(t) ∈ R
2 represent the internal

state of the network, the internal control input for the network, the external control

strategy for the network, the short-lived information need to be transmitted, and the
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external disturbance of the IP-based communication network, such as a birth-and

death process of introducing short-lived http flows into the router, which belongs to

L2[0, ∞), with H̃ =
[
0 1

]
,

Ã =

[

− N
τ2
0
C0

− 1
τ2
0
C0

N
τ0

− 1
τ0

]

, Ãd =

[ − N
τ2
0
C0

1
τ2
0
C0

0 0

]

,

B̃1 =

[

− τ2
0
C0

2N2

0

]

, B̃2 =

[

− τ2
0
C0

2N2

0

]

,

D̃ =

[
τ0−Tp
τ2
0
C0

− τ0−Tp
τ2
0
C0

−Tp
τ0

0

]

, B̃w =

[
τ0−Tp
τ2
0
C0

− τ0−Tp
τ2
0
C0

−Tp
τ0

0

]

.

It is assumed that the pair (Ã, B̃1) is controllable and the pair (Ã, H̃) is observable.

One of the purposes of the Congestion Avoidance Module is to design control laws

such that the communication network system (4.5) has a prescribed H∞ performance

γ̃, that is

1) the system (4.5), with w̃(t) ≡ 0 is asymptotically stable; and

2) the H∞ performance ‖ỹ‖2 < γ̃‖w̃(t)‖2 is guaranteed for all nonzero w̃(t) ∈

L2[0,∞).

The γ̃ is employed to design the threshold λ(γ̃) for the event-triggered scheme

in the Information Selection Module, which is presented in Section 4.3.

Remark 4.3. One of the purposes of introducing the Congestion Avoidance Module

is to control the network dynamics approaching the equilibrium point of the network

states and to avoid the queue size exceeding the maximum queue size qM = (τM −

τP )C0 in the fluid-flow model. This means that the released packets are transmitted

via some form of TCP/IP communication network within an allowable time delay.

In this chapter, the released data is transmitted in the TCP/IP communication

network, which means that the data packets released by the generator can be suc-

cessfully transmitted to the ZOH without becoming disordered, while the network-

induced delays are unavoidable. Considering the effects of the communication net-

work, for the transmitted data xi(tkih), it is assumed that the fluid-flow network
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introduces a communication delay τ(tkih) =
q(tkih)

C0
+ Tp, in which the link capacity

C0 is fixed with τm ≤ τ(tkih) ≤ τM , ki ∈ N. τm is the fixed propagation delay Tp; τM

is the maximum allowable transmission network-induced delay. When the packet

(SNi, tkih, xi(tkih), x̃(tkih)) reaches the distributor at tkih+τ(tkih), the packet is un-

packed, then the data xi(tkih) is released to the corresponding controller ui(t), and

its ZOH keeps the data available until the new data arrives at tki+1h + τ(tki+1h).

The holding zone of the ZOH is [tkih + τ(tkih), tki+1h + τ(tki+1h)) =
⋃Lki

−1

l=0 Θl
ki
,

where

Θl
ki
= [tlkih+ τ(tlkih), t

l+1
ki
h+ τ(tl+1

ki
h)) (4.6)

with tlkih = tkih + lh, (l = 1, 2, · · · , Lki). τ(tlkih) can be chosen while keeping the

right order of the start-point and the end-point of the Θl
ki
.

In this chapter, a novel method is proposed to package the “needed” sampled

signals to be transmitted through communication networks. At some sampled in-

stants, if the judgement condition in any of the event-detectors is violated, the

sampled signals released from the event-generator are packaged into one uni-packet

as (SN, tkh, xi(tkh), xj(tkh), · · · , x̃(tkh)) and then released to the communication

network.

Figure 4.3 shows how the Information Selection Module works and how the dis-

tributor on the other side updates the stores of the distributed controllers. For

example, at instant tkh, the event-detector 2 and the event-detector N ’s judgement

conditions are violated and these two sampled signals are triggered. Then the event-

generator packages these two signals into a uni-packet as (SN, tkh, (x2(tkh), xN (tkh)),

x̃(tkh)). When the distributor receives this uni-packet and unpacks it, the stores of

the ZOHs for both the controller 2 and controller N are updated.

For the distributed system, a set of sampled instants is chosen as {tlkh|tlk ∈

N} and the set of released instants of the event-generator as {tkh|k ∈ N}. The

corresponding sampled instants for the released instant tkh are tlkh = tkh+ lh, with
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Event-detector_1

Event-generator

Controllers

0 h 1 h 2 h 3 h tk+1 htk h...

Event-detector_2

Event-detector_i

Event-detector_N

Actuator_1

Actuator_2

Actuator_i

Actuator_N

...

...

Figure 4.3: The uni-packet and actuator update

l = 0, . . . , L, L = tk+1 − tk when l = 0, tlkh = tkh; l = L, tlkh = tk+1h. t0h is set as

the initial released instant of the uni-packet. The next transmission instant for the

distributed system can be derived as

tk+1h = tkh+ inf
l≥1

{lh|∀fi(tlkih) ≥ 0}. (4.7)

The holding zone of the distributor is
⋃∞
k=0[tkh+τ(tkh), tk+1h+τ(tk+1h)) =

⋃∞
k=0

⋃L−1
l=0 Θl

k,

where Θl
k = [tlkh + τ(tlkh), t

l+1
k h + τ(tl+1

k h)). By introducing an artificial time delay

d(t) = t− tlkh, t ∈ Θl
k, from (4.2), we obtain

xi(tkih) = xi(t− d(t))− ei(t
l
kh) (4.8)

where d(t) is a piecewise function satisfying dm ≤ d(t) ≤ dM , with dm = τm and

dM = h+ τM . Based on (4.4), it is clear that for t ∈ Θl
k

[
ei(t

l
kh)

ψi(t
l
kh)

]T

Ωi

[
ei(t

l
kh)

ψi(t
l
kh)

]

< λ(γ̃)

[
xi(t

l
kh)

x̃(tlkh)

]T

Ωi

[
xi(t

l
kh)

x̃(tlkh)

]

. (4.9)
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Under the event-triggered scheme, the expression of ui(t) can be described as

ui(t) = Ki(xi(tkih) +
∑

j∈Ni

acijxj(tkjh))

= Ki(xi(t
l
kh)−ei(tlkh)+

∑

j∈Ni

acij(xj(t
l
kh)− ej(t

l
kh)))

(4.10)

where acij is a weighted adjacency between xi(t) and xj(t).

4.2.2 The closed-loop of the distributed H∞ control system

From the previous analysis, the closed-loop of the distributed system based on the

proposed framework with Information Dispatching Middleware can be modelled as

a time-delay system.

For the subsystem i, from (4.1) and (4.10), we obtain

ẋi =Aiixi +
∑

j∈Ni

Aijxj +BiKi[xi(t
l
kh) +

∑

j∈Ni

aijxj(t
l
kh)]

− BiKi[ei(t
l
kh) +

∑

j∈Ni

aijej(t
l
kh)] +Bi

wwi(t) (4.11)

Therefore, under the proposed scheduling middleware, the large-scale distributed

networked system can be expressed as






ẋ(t) =Ax(t) +BKAcx(t− d(t))

− BKAce(t− d(t)) +Bww(t)

y(t) =Cx(t), t ∈ Θl
k

(4.12)

where

x(t) = col{x1(t), x2(t), · · · , xN (t)},

e(t− d(t)) = col{e1(t− d(t)), e2(t− d(t)), · · · , eN (t− d(t))},

w(t) = col{w1(t), w2(t), · · · , wN (t)},

with

A =








A11 A12 · · · A1N

A21 A22 · · · A1N
...

...
. . .

...
AN1 AN2 · · · ANN







, Ac =








1 a12 · · · a1N
a21 1 · · · a1N
...

...
. . .

...
aN1 aN2 · · · 1







,
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B = diag{B1, B2, · · · , BN}, Bw = diag{B1
w, B

2
w, · · · , BN

w },

K = diag{K1, K2, · · · , KN}, C = diag{C1, C2, · · · , CN}.

In the proposed framework, ψ(tikh) is the dynamic priority evaluation of subsys-

tem i for the network QoS adaptation mechanism at the instant tikh. By using the

Congestion Avoidance Module, the fluid-flow model for TCP/AQM communication

network becomes







˙̃x(t) =Ãx̃(t) + Ãdx̃(t− τ(t)) + B̃1K̃1x̃(t− τ(t))

+ B̃2K̃2ψ(t
l
kh) + D̃F̃ e(tlkh) + B̃ww̃(t)

ỹ(t) =H̃x̃(t)

(4.13)

where

B̃2 = [B̃1
2 , B̃

2
2 , · · · , B̃N

2 ], K̃2 = diag{K̃21, K̃22, · · · , K̃2N},

D̃ = [D̃1, D̃2, · · · , D̃N ], F̃ = diag{F̃1, F̃2, · · · , F̃N},

ψ(tlkh) = diag{ψ(tlk1h), ψ(tlk2h), · · · , ψ(tlkNh)},

e(tlkh) = diag{e(tlk1h), e(tlk2h), · · · , e(tlkNh)}.

Therefore, considering distributed system (4.12), the network dynamics (4.13), and

(4.8) and the distributed controllers (4.10) we obtain the following augmented sys-

tem






η̇(t) = Āη(t) + (Ād + B̄1K̄1)η(t− τ(t))

+ (−B̄K̄Āc + D̄ + B̄2K̄2)ē(t− d(t))

+ B̄K̄Ācη(t− d(t)) + B̄ww̄(t)

ȳ(t) = C̄η(t), t ∈ Θl
k

(4.14)

where η(t) = col{x(t), x̃(t)}, ȳ(t) = col{y(t), ỹ(t)}, w̄(t) = col{w(t), w̃(t)}, ē(t −
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d(t)) = col{e(t− d(t)), ψ(t− d(t))},

Ā =

[
A 0

0 Ã

]

, Ād =

[
0 0

0 Ãd

]

, B̄1 = B̄2 =

[
0 0

0 B̃1

]

,

K̄1 =

[
0 0

0 K̃1

]

, B̄ =

[
B1 0
0 0

]

, K̄ =

[
K 0
0 0

]

,

Āc =

[
Ac 0
0 0

]

, D̄ =

[
0 0

D̃F̃ 0

]

, K̄2 =

[
0 0

0 K̃2

]

,

B̄w = diag{Bw, B̃w}, C̄ = diag{C, H̃}.

Under the proposed scheduling framework, the distributed H∞ control problem to

be addressed is stated as follows. Given a scalar γ̄ = diag{γ, γ̃}, design controller

parameters K, K̃1 and K̃2, such that the augmented system (4.14) with w̄(t) = 0 is

asymptotically stable; and the H∞ performance ‖ȳ(t)‖2 < γ̄‖w̄(t)‖2 is guaranteed

for all nonzero w̄(t) ∈ L2[0, ∞) and a prescribed γ̄ > 0 under the condition η(t) = 0,

∀t ∈ [−dM , 0].

To this end, we introduce the following lemma, which is useful in solving the

above problem.

Lemma 4.1. For a symmetric positive definite matrix R ∈ R
n×n and S > 0 ∈ R

n×n,

the following inequality holds for any matrix S > 0 satisfying

[
R S
⋆ R

]

≥ 0

− (τM − τm)

∫ t−τm

t−τM

η̇T(s)Rη̇(s)ds

≤ξ(t)T




−R R− S S
⋆ S + ST − 2R R − S
⋆ ⋆ −R



 ξ(t) (4.15)

where ξ(t) = col{η(t− τm), η(t− τ(t)), η(t− τM)}.

4.3 The analysis and synthesis of the proposed

framework for the distributed system

4.3.1 H∞ performance analysis

In this subsection, we focus on the H∞ performance analysis of the augmented

system (4.14). Controller design is discussed in the next subsection.
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Theorem 4.1. For a given γ̄, the augmented system (4.14) is asymptotically stable

with the H∞ performance γ̄, if there exist real matrices Ω > 0, P > 0, S1 > 0,

S2 > 0, Qi > 0, Ri > 0 (i = 1, 2, 3, 4) and real nonsingular matrices M1, M2 of

appropriate dimensions such that
[
R2 S1

⋆ R2

]

≥ 0,

[
R4 S2

⋆ R4

]

≥ 0 (4.16)





Ψ11 Ψ12 Ψ13

⋆ Ψ22 Ψ23

⋆ ⋆ Ψ33



 < 0 (4.17)

Ψ11 =





Λ1
1 R1 PĀd + PB̄1K̄1 +MT

1 Ād +MT
1 B̄1K̄1

⋆ Λ1
2 R2 − S1

⋆ ⋆ S1 + ST1 − 2R2



 ,

Ψ12 =





0 R3 PB̄K̄Āc +MT
1 B̄K̄Ā

c 0
S1 0 0 0

R2 − S1 0 0 0



 ,

Ψ13 =





Λ1
3 Āc −MT

1 + ĀTM2 PB̄w +MT
1 B̄w

0 0 0
0 (Ād + B̄1K̄1)

TM2 0



 ,

Ψ22 =







−Q2 − R2 0 0 0
⋆ Λ1

4 R4 − S2 S2

⋆ ⋆ Λ1
5 R4 − S2

⋆ ⋆ ⋆ −Q4 − R4






,

Ψ23 =







0 0 0
0 0 0
0 (B̄K̄Āc)TM2 0
0 0 0






,

Ψ33 =





−HT
2 ΩH2 (D̄ − B̄K̄Āc + B̄2K̄2)

TM2 0
⋆ Λ1

6 0
⋆ ⋆ −γ̄2I



 ,

Λ1
1 = PĀ+ ĀTP +MT

1 Ā+ ĀTM1 +Q1 +Q3 −R1 − R3 + C̄T C̄,

Λ1
2 = −Q1 +Q2 −R1 − R2,

Λ1
3 = (MT

1 + P )(D̄ − B̄K̄Āc + B̄2K̄2),

Λ1
4 = −Q3 +R4 −R3 − R4,

Λ1
5 = S2 + ST2 − 2R4 + λ(γ̃)HT

1 ΩH1,

Λ1
6 = −M2 −MT

2 + τ 2mR1 + d2mR3 + (τM − τm)
2R2 + (dM − dm)

2R4.
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Proof. Choose the following Lyapunov-Krasovskii functional

V (t) = ηT (t)Pη(t) + V1(t) + V2(t) (4.18)

where

V1(t) =

∫ t

t−τm

ηT (s)Q1η(s)ds+

∫ t−τm

t−τM

ηT (s)Q2η(s)ds

+

∫ t

t−dm

ηT (s)Q3η(s)ds+

∫ t−dm

t−dM

ηT (s)Q4η(s)ds

V2(t) = τM

∫ 0

−τM

∫ t

t+θ

η̇T (s)R1η̇(s)dsdθ

+ (τM − τm)

∫ −τm

−τM

∫ t

t+θ

η̇T (s)R2η̇(s)dsdθ

+ dm

∫ 0

−dm

∫ t

t+θ

η̇T (s)R3η̇(s)dsdθ

+ (dM − dm)

∫ −dm

−dM

∫ t

t+θ

η̇T (s)R4η̇(s)dsdθ

Then, taking the derivative of V (t) with respect to t along the trajectory of the

system (4.14) yields

V̇ (t) = 2ηT (t)P η̇(t) + ηT (t)(Q1 +Q3)η(t)

+ ηT (t− τm)(Q2 −Q1)η(t− τm)

− ηT (t− τM)Q2η(t− τM )

+ ηT (t− dm)(Q4 −Q3)η(t− dm)

+ η̇T (t)Λη̇(t)− ηT (t− dM)Q4η(t− dM)

− τm

∫ t

t−τm

η̇T (θ)R1η̇(θ)dθ

− dm

∫ t

t−dm

η̇T (θ)R3η(θ)dθ

− (τM − τm)

∫ t−τm

t−τM

η̇T (θ)R2η̇(θ)dθ

− (dM − dm)

∫ t−dm

t−dM

η̇T (θ)R4η̇(θ)dθ (4.19)



96
CHAPTER 4. NETWORK DYNAMIC-BASED H∞ CONTROL OF

LARGE-SCALE DISTRIBUTED NETWORKED SYSTEMS

where Λ = τ 2mR1 + d2mR3 + (τM − τm)
2R2 + (dM − dm)

2R4. Applying Lemma 4.1, we

have

− (τM − τm)

∫ t−τm

t−τM

η̇T(s)R2η̇(s)ds

≤ξT1 (t)





−R2 R2 − S1 S1

⋆ S1 + ST1 − 2R2 R2 − S1

⋆ ⋆ −R2



 ξ1(t) (4.20)

− (dM − dm)

∫ t−dm

t−dM

η̇T(s)R4η̇(s)ds

≤ξT2 (t)





−R4 R4 − S2 S2

⋆ S2 + ST2 − 2R4 R4 − S2

⋆ ⋆ −R4



 ξ2(t) (4.21)

where ξ1(t) = col{η(t− τm), η(t − τ(t)), η(t − τM)}, ξ2(t) = col{η(t− dm), η(t −

d(t)), η(t− dM)} with

[
R2 S1

⋆ R2

]

≥ 0,

[
R4 S2

⋆ R4

]

≥ 0 (4.22)

It is clear that there exist real nonsingular matrices M1 and M2 such that

(2ηT (t)MT
1 + 2η̇T (t)MT

2 )(Āη(t) + (Ād + B̄1K̄1)η(t− τ(t))

+ (−B̄K̄Āc + D̄ + B̄2K̄2)ē(t− d(t))

+ B̄K̄Ācη(t− d(t)) + B̄ww̄(t)− η̇(t)) = 0 (4.23)

Substituting (4.9) and (4.20)-(4.23) into (4.19) yields

V̇ (t) + ȳT (t)ȳ(t)− γ̄2w̄T (t)w̄(t) ≤ ζT (t)Ψζ(t) (4.24)

where ζ(t) = col{η(t), η(t − τm), η(t − τ(t)), η(t − τM ), η(t − dm), η(t − d(t)), η(t −

dM), ē(t− d(t)), η̇(t)} and

Ψ =





Ψ11 Ψ12 Ψ13

⋆ Ψ22 Ψ23

⋆ ⋆ Ψ33




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First, we consider the asymptotic stability of the augmented system (4.14) with

w̄(t) = 0. When w̄(t) = 0, (4.24) implies

V̇ (t) ≤ ζT (t)Ψζ(t) (4.25)

(4.17) yields Ψ < 0. Thus, from (4.25), we have V̇ (t) ≤ ρ‖η(t)‖2, where ρ =

−λmin(−Ψ). Therefore, system (4.14) is asymptotically stable according to Theorem

4.1.

Next, we prove the H∞ performance of the augmented system (4.14) for all

nonzero w̄(t) ∈ L2[0, ∞). If Theorem 4.1 is satisfied, we have

V̇ (t) < −ȳT (t)ȳ(t) + γ̄2w̄T (t)w̄(t) (4.26)

Integrating both sides of (4.26) from 0 to∞ on t, and under the zero initial condition,

one can obtain that

∫ ∞

0

ȳT (t)ȳ(t)dt < γ̄2
∫ ∞

0

w̄T (t)w̄(t)dt (4.27)

that is ‖ȳ‖2 < γ̄‖w̄‖2 for all nonzero w̄(t), which completes the proof.

4.3.2 H∞ controller design

In this subsection, based on Theorem 4.1, a solution to the distributed H∞ control

problem for the large-scale distributed networked system (4.1) and network dynamic

system (4.13) within the proposed framework is obtained based on the feasibility

of a set of LMIs. Then, the codesign method for the design of the Information

Selection Module and the Congestion Avoidance Module is introduced.

Theorem 4.2. For given scalars γ̄, β > 0, the distributed H∞ control problem for

the augmented system (4.14) is solvable, if there exist real matrices Ω > 0, P > 0,

P0 > 0, S1 > 0, S2 > 0, Qi > 0, Ri > 0 (i = 1, 2, 3, 4), real nonsingular matrices

M1 > 0, M2 > 0 and Y1, Y2 of appropriate dimensions such that (4.16) and

[
−βI B̄T

1 P − P0B̄
T
1

PB̄1 − B̄1P0 −I

]

≤ 0 (4.28)
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



Ψ̄11 Ψ̄12 Ψ̄13

⋆ Ψ̄22 Ψ̄23

⋆ ⋆ Ψ̄33



 < 0 (4.29)

where

Ψ̄11 =







Λ2
1 R1 Λ2

2 0
⋆ Λ2

3 R2 − S1 S1

⋆ ⋆ S1 + ST1 − 2R2 R2 − S1

⋆ ⋆ ⋆ −Q2 −R2






,

Ψ̄12 =







R3 B̄Y Āc 0 MT
1 D̄ + PD̄ − B̄Y Āc + Y2

¯̄B2

0 0 0 0
0 0 0 0
0 0 0 0






,

Ψ̄13 =







−MT
1 + ĀTM2 PBw +MT

1 B̄w MT
1 0

0 0 0 0

ĀTdM2 0 0 ¯̄BT
1 Y

T
1

0 0 0 0






,

Ψ̄22 =







Λ2
4 R4 − S2 S2 0
⋆ Λ2

5 R4 − S2 0
⋆ ⋆ −Q4 − R4 0
⋆ ⋆ ⋆ −HT

2 ΩH2






,

Ψ̄23 =







0 0 0 0
0 0 0 ĀcTY T B̄T

0 0 0 0

0 0 0 −ĀcTY T B̄T + ¯̄BT
2 Y

T
2






,

Ψ̄33 =







Λ2
6 MT

2 B̄
T
w MT

2 0
⋆ −γ̄2I 0 0
⋆ ⋆ −P 0
⋆ ⋆ 0 −P






,

Λ2
1 = PĀ+ ĀTP +MT

1 Ā+ ĀTM1 +Q1 +Q3 −R1 − R3 + C̄T C̄,

Λ2
2 = PĀd + Y1

¯̄B1 +MT
1 Ād,

Λ2
3 = −Q1 +Q2 −R1 − R2,

Λ2
4 = −Q3 +Q4 −R3 − R4,

Λ2
5 = S2 + ST2 − 2R4 + λ(γ̃)HT

1 ΩH1,

Λ2
6 = −M2 −MT

2 + τ 2mR1 + d2mR3 + (τM − τm)
2R2 + (dM − dm)

2R4,

¯̄B1 =

[

0 0

0 ˜̃B1

]

, ¯̄B2 =

[

0 0

0 ˜̃B2

]

,
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˜̃B1 = diag{−τ
2
0C0

2N2
,−τ

2
0C0

2N2
}, ˜̃B2 = diag ˜̃B1, · · · , ˜̃B1

︸ ︷︷ ︸

N

}.

Moreover, the gain matrices in (4.14) are given as

K̄ = P−1
0 Y, ¯̄K1 = P−1Y1,

¯̄K2 = P−1Y2 (4.30)

and ¯̄K1 =

[

0 0

0 ˜̃K1

]

, ¯̄K2 =

[

0 0

0 ˜̃K2

]

where ˜̃K1 =

[
K̃1

0

]

and ˜̃K2 =

[
K̃2

0

]

.

Proof. First, the linear equality condition

PB̄1 = B̄1P0 (4.31)

can be equivalently converted to

tr((PB̄1 − B̄1P0)
T (PB̄1 − B̄1P0)) = 0 (4.32)

which can be expressed as

(PB̄1 − B̄1P0)
T (PB̄1 − B̄1P0) ≤ βI (4.33)

where β is a small enough positive scalar. Based on Schur’s complement, (4.33)

equals to (4.28). Then it is clear that PB̄K̄ = B̄P0K̄, if condition (4.28) is satisfied.

Next, if K̃1 =
[

K̃11 K̃12

]
and K̃2 =

[

K̃21 K̃22

]
, from the definition of B̃1 and

B̃2, it is obvious that

B̄1K̄1 =
¯̄K1

¯̄B1, B̄2K̄2 =
¯̄K2

¯̄B2 (4.34)

From Lemma 4.1 and the above discussion, (4.17) equals to (4.29), which com-

pletes the proof.

For a given prescribed H∞ performance γ̃ > 0 of the communication network,

the threshold λ in the Information Selection Module can be determined and mapped

in the range of (0, 1) for each event-detector. By using Theorem 4.2, we can code-

sign the H∞ distributed controllers and the Information Dispatching Middleware

including the Information Selection Module and the Congestion Avoidance Module.
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How to determine the proper threshold λ under the prescribed communication

network’s H∞ performance γ̃ is an important issue, which requires a codesign s-

trategy to investigate the relationship between these two main parameters. In this

chapter, we design

λ(γ̃) = arctan(αγ̃) (4.35)

where α > 0 is a scalar regulation parameter.

Algorithm 2 Codesign the H∞ controllers and the Information Dispatching Mid-
dleware

1: Preset some initial parameters, such as the sampling time h > 0, an H∞ perfor-
mance γ̃ and so on;

2: Set a range (0, γ̃], where the corresponding optimal H∞ performance γ̃ can be
obtained and let θ1 = 0 and θ2 = γ̃;

3: if Theorem 4.2 is satisfied, that is, LMIs (4.16), (4.28) and (4.29) are feasible
with θ2 and λ(θ2) then

4: Obtain the corresponding optimal H∞ performance γ̃m = θ2 by using the
binary search method;

5: end if
6: With the desired performance, by using Theorem 4.2, the parameters of the

Information Dispatching Middleware and the H∞ controllers for the large-scale
distributed networked system (4.1) and network dynamic system (4.13) can be
codesigned.

Therefore, under the prescribed H∞ performance γ̄, we can codesign the dis-

tributed controllers for the large-scale distributed networked system (4.1) and the

Information Dispatching Middleware. By using the proposed method, the optimal

H∞ performance γ̃ for the network dynamic system (4.13) can be obtained with the

following Algorithm 2.

4.4 An application to the quadruple-tank process

In this section, the model of a quadruple-tank process is considered as an exam-

ple to illustrate the effectiveness of the proposed method. The process consists of

four interconnected water tanks and two pumps. The schematic diagram of the

quadruple-tank process from [141] is shown in Figure 4.4. The aim is to control the
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level in the lower two tanks with two pumps though a communication network. A

schematic diagram of the distributed control of the process is shown in Figure 4.5.

The inputs v1(t) and v2(t) are the voltages to the two pumps and the outputs y1(t)

and y2(t) are the water levels in the lower two tanks. The coupled tanks can be

modelled by means of the following nonlinear model [142]:

A schematic diagram of the process is shown in Fig. 2. The

target is to control the level in the lower two tanks with two

(input voltages to the

(voltages from level mea-

surement devices). Mass balances and Bernoulli’s law yield

(1)

and the corresponding flow

are determined from
Figure 4.4: The schematic diagram of the quadruple-tank process







dh1(t)
dt

= −a1
A

√

2gh1(t) +
γ1k1
A1
v1(t)

−a13
A

√

2g(h1(t)− h3(t))
dh2(t)
dt

= a1
A

√

2gh1(t)− a2
A

√

2gh2(t)
dh3(t)
dt

= −a3
A

√

2gh3(t) +
(1−γ2)k2

A3
v2(t)

+a13
A

√

2g(h1(t)− h3(t))
dh4(t)
dt

= a3
A

√

2gh3(t)− a4
A

√

2gh4(t)
yi = khi, i = 1, 2

(4.36)

where hi(t)(i = 1, ..., 4) denotes the water level in the tanks; vi(i = 1, 2) are voltages

applied to the pumps; ai(i = 1, ..., 4) are the outlet areas of the tanks; a13 is the

outlet area between tanks 1 and 3; A is the cross-sectional area of the tanks; and

g is the gravitational constant. The parameter values of the laboratory process are
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Figure 4.5: Distributed networked control systems for quadruple-tank process

given as A = 28cm2, a1 = a3 = 0.071cm2, a2 = a4 = 0.057cm2, a13 = 0.057cm2,

g = 981cm/s2 and k = 0.5V/cm. The operating-range of the system is

0 ≤ hi ≤ 25, i = 1, ...4, 0 ≤ vi ≤ 5, i = 1, 2 (4.37)

The chosen operating points correspond to the following parameter values

h01 = 12.4cm, h02 = 12.7cm, h03 = 1.8cm,
h04 = 1.4cm, v01 = 3.3V, v02 = 2.6V, γ1 = 0.8,
γ2 = 0.3, k1 = 3.33cm3V/s, k2 = 3.35cm3V/s.

This system is linearised around the equilibrium point given by h0i and u
0
i , yielding

{
ẋ(t) = Ax(t) +Bu(t) +Bww(t)
y(t) = Cx(t)

where x(t) = col{h1(t) − h01, h2(t) − h02, h3(t) − h03, h4(t) − h04}, u(t) = col{v1(t) −

v01, v2(t) − v02} and w(t) = col{w1(t), w2(t)}. With a proper approximation of the

nonlinear equations of the model (4.36), we have

A =

[
A11 A12

AT12 A22

]

, B =

[
B1

B2

]

, Bw =

[
B1
w

B2
w

]

with

A11 =

[
−0.0332 0
0.0159 −0.0127

]

, A12 =

[
0.0172 0

0 0

]

,
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A22 =

[
−0.0591 0
0.0419 −0.0381

]

, B1 =

[
0.0951

0

]

, B2 =

[
0.0359

0

]

, (4.38)

B1
w = B2

w =

[
0.0001

0

]

, C =

[
0.5 0.2 0 0
0 0 0.5 0.1

]

.

Assume there is a communication network between the system and the distributed

controllers. The parameters of the network are shown in Table 4.1.

Table 4.1: A low speed IP-based communication network

TCP session number N 100
Link capacity C 5000 packets/second
Round trip time τ0 0.25s
Propagation delay Tp 0.1s
Queue size q0 750 packets
Window size W0 25 packets
Probability of packet mark p0 0.0032

The weighted adjacency matrix is as

Ac =







1 0.5 0.5 0.5
0.5 1 0.5 0.5
0.5 0.5 1 0.5
0.5 0.5 0.5 1







(4.39)

For a given H∞ performance γ = 1 of the large-scale system, when Algorithm

2 is applied, we obtain the admissible minimum H∞ performance γ̃ = 2.0010 of

the communication network. Using (4.35) and Theorem 4.2, the parameters of the

event-triggered scheme in the Information Selection Module are obtained as

λ = 0.0127,

Ω1 =







670.8354 45.0406 −0.0207 0.6645
45.0406 658.7630 −0.0041 −0.1585
−0.0207 −0.0041 688.4885 −5.8668
0.6645 −0.1585 −5.8668 23.5755






,

Ω2 =







688.0072 33.5328 −0.0105 0.4170
33.5328 772.4596 −0.0043 −0.1348
−0.0105 −0.0043 688.4885 −5.8668
0.4170 −0.1348 −5.8668 23.5750






.
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The distributed controller gain K and the congestion controller gains K̃1, K̃2 are

as

K =

[
−1.2717 −0.1482 −0.4733 −0.4733
−0.7808 −0.7808 −2.0442 −0.2983

]

, (4.40)

K̃1 =
[
−12.3866 0.8865

]
, (4.41)

K̃2 =
[
−0.0001 −0.0011 −0.0002 −0.0015

]
. (4.42)

We can also obtain the decentralised controller gain K and the congestion controller

gains as

K =

[
−2.1488 −0.1957 0 0

0 0 −4.8141 −0.9180

]

,

K̃1 =
[
−12.2613 0.8857

]
,

K̃2 = 10−3 ×
[
−0.0495 0.0341 −0.0473 0.1068

]
.

In the same way, we can also derive the centralised controller gain K and the con-

gestion controller gains K̃1, K̃2 as

K =

[
−0.2518 −0.2518 −0.2518 −0.2518
−0.5453 −0.5453 −0.5453 −0.5453

]

,

K̃1 =
[
−12.4837 0.8875

]
,

K̃2 =
[
−0.0001 −0.0012 −0.0001 −0.0009

]
.

From the above result, it can be seen that by employing Theorem 4.2, we can

obtain the distributed controller gains, decentralised controller gains and the cen-

tralised controller gain, which means that this method is practical to a class of

large-scale distributed systems in network environments.

In the simulation, the initial states of the subsystems are given as x1(0) =

col{1,−0.3}, x2(0) = col{1,−0.2} and the external disturbances w1(t) = w2(t) =

5e−t
2

sin(3πt). The sampling period is set to h = 0.2s. The disturbance of the

IP-based communication network is a birth-and-death process, in the form of

w̃(t) = BavK(t)
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where Bav = 200 packets/s is the average transmission rate of the http flows; K(t)

is a birth-and-death process, where −Kmax ≤ K(t) < Kmax, with Kmax = 25.

By Theorem 4.2, we obtain the distributed controller gain as in (4.40). The state

responses of subsystem 1 and subsystem 2 are shown in Figure 4.6 and Figure 4.7,

respectively. Figure 4.8 and Figure 4.9 illustrate the sampling instants, releasing
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Figure 4.6: The state responses of subsystem 1

instants and arrival instants of subsystem 1 and subsystem 2 on the interval [0, 100s),

respectively. Figure 4.10 and Figure 4.11 show the release instants and the intervals

of each subsystem. The sampled data transmission rates of each subsystem are

8.2% and 7.2%, respectively. These results show that the number of transmitted

data is significantly reduced by using the proposed event-triggered strategy. Next,

we depict the states of the communication network in Figure 4.12. From this figure,

it can be seen that the data can be scheduled and transmitted depending on the

dynamics of the communication network. At the same time, network resources are

utilised efficiently, which illustrates the effectiveness of the proposed design method.
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Figure 4.7: The state responses of subsystem 2
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Figure 4.9: Sampling, releasing and data arriving instants of subsystem 2
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Figure 4.11: The release instants and intervals of subsystem 2
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Figure 4.12: The state responses of the communication network
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4.5 Conclusion

A novel distributed event-triggered transmission strategy for a large-scale distribut-

ed system has been proposed. In this strategy, the event-triggered condition not

only considers the states of the distributed systems but also considers the network

dynamics. The event-triggered condition is only checked periodically at the sam-

pling instants, which avoids the Zeno phenomenon. Following this strategy, a novel

middleware is developed to schedule the sampled data based on a fluid flow model.

Then, a distributed protocol is proposed such that the distributed networked system

can be transformed into a linear system with two time-varying delays. Then, a suffi-

cient condition has been obtained such that the distributed system is asymptotically

stable with a prescribed H∞ noise attenuation performance. Correspondingly, based

on this condition, the method to determine the controller gain for the distributed

system and the congestion controller gains of the communication network is pre-

sented. Finally, an example is used to illustrate the effectiveness of the proposed

method.





Chapter 5

Distributed H∞ filtering for
networked systems based on an
Information Dispatching
Middleware

5.1 Introduction

In this chapter, the proposed Information Dispatching Middleware is used to develop

a framework to investigate distributed sensing and H∞ filtering issues of networked

systems.

As discussed in Chapter 3, during the past decade, H∞ filtering for networked

systems has attracted considerable attention due to its theoretical and practical sig-

nificance in the areas of system control and signal processing. Due to the widespread

availability of cheap network capable devices, distributed filtering has been under-

going a revolution in recent years. For distributed filtering, the asynchronous sensor

network is comprised of a large number of sensor nodes with computing and com-

munication capabilities. In contrast to systems with a single sensor, each individual

sensor node in a sensor network not only gathers measurement information from

itself, but also gathers information from its neighbouring sensors according to the

sensing topology of the sensor network. The past decade has seen successful appli-

cations of distributed filtering in a wide range of practical areas such as military
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sensing, physical security, distributed robots and manufacturing automation. A

schematic diagram for distributed filtering in a networked system is shown in Fig-

ure 5.1.

Sensor Field

Sensor Nodes

Signle- 

Receiver

Filter 1

Filter 2

Filter N

Filter i

Distributed Filters

1

2

N

i Communication 

Network

Figure 5.1: Distributed sensing and filtering for a networked system

Recently, theoretical research on distributed H∞ filtering has attracted increas-

ing attention. To implement such filtering for networked systems, three major issues

need to be taken into account. The first issue is the complicated coupling between

one specific sensor and its neighbouring sensors. Compared with a single sensor,

smart sensors are usually deployed densely in the region of interest for the control

plant. Each sensor, equipped with a radio transceiver, has the ability to gather the

measurement information of the control plant not only from itself, but also from its

neighbouring sensors according to the sensing topology of the sensor nodes. The

coupling among the variety of sensors makes the designing and analysis of control

systems complex [143], [144], [145]. The second issue is the network-induced delay

generated by the shared communication network between the sensor nodes and the

distributed filters. It is well known that the most significant delays are network-

induced delays and these delays are regarded as the main sources of performance

degradation and/or even divergence of the implemented filtering design [146], [147],

[148], [149], [150]. The third issue is how to efficiently use the limited shared commu-

nication network resources while maintaining the quality of service (QoS) to avoid

network congestion, which is the main cause of network-induced delays and packet

dropouts [151], [152]. Therefore, considering these three issues, the study of dis-
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tributed H∞ filtering for networked systems with a wide variety of smart sensors is

a significant challenge, and which motivates the current study.

In the past decade, employing an event-triggering scheme as a means of reducing

the communication traffic load of a network has been paid considerable attention,

see for example [123], [124], [125] ,[126] and the references therein. From most of

these results, the event-triggering conditions are based on the current measurement

output of the control system, the error between the current sampled data and the

latest transmitted data. However, few results consider the dynamics of the com-

munication network, which dynamically reflects different levels of quality of service

(QoS) of the communication network. It should be noted that the QoS of the com-

munication network affects the performance of control systems, whose design in turn

influences the QoS of the communication network [4], [104], [153], [154]. Hence, un-

der event-triggered schemes, a successful implementation of distributed H∞ filtering

for networked systems over communication networks requires the codesign of filters

and network congestion control strategies. Furthermore, the transmitted data de-

termined by the event-triggering scheme is so important for the performance of the

whole networked systems that it is necessary to choose suitable network protocols

to transmit the released data successfully [61], [155]. Therefore, it is of significance

to study the distributed H∞ filtering of networked systems considering both H∞

filtering performance and network dynamics. This motivates us to develop a frame-

work to provide a tradoff between the quality of performance (QoP) and the quality

of service (QoS) of the communication networks.

Based on the above discussion, in this chapter, a novel framework is established

by constructing an Information Dispatching Middleware to investigate the distribut-

ed H∞ filtering for networked systems with multiple smart sensors. Both an event-

triggered scheme and network dynamics are abstracted and modelled within the

proposed Information Dispatching Middleware. In the middleware, two modules
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named the Information Selection Module and the Congestion Avoidance Module

are developed. The Information Selection Module aims to regulate the transmission

of the sampled data in terms of event-detectors with predefined event-triggering con-

ditions. The Congestion Avoidance Module is used to schedule packets including

those sampled data released by the Information Selection Module to the distributed

H∞ filters. With the proposed middleware, a tradeoff between the desired dis-

tributed H∞ filtering performance and communication network resources utilisation

is obtained. Based on the proposed framework, the filtering error system is mod-

elled as a linear system with two time-varying delays. A sufficient condition such

that the filtering error system is asymptotically stable with a prescribed H∞ level,

is derived. Correspondingly, distributed H∞ filters, congestion controllers and the

event-triggered scheme can be codesigned in terms of a set of linear matrix inequal-

ities (LMIs). Finally, a numerical example is given to demonstrate the effectiveness

of the proposed results.

5.2 Problem formulation and modelling

In this section, we present a framework for distributed H∞ filtering by taking net-

work dynamics into account. To begin with, we define the sensor network topology

by using graph theory.

5.2.1 Sensor network topology

The topology of a sensor network considered in this chapter is represented by a

directed graph G = (V , E ,A ), where V = {1, 2, · · · , ̺} is an index set of ̺ sensor

nodes; E is the set of edges, which is a subset of V × V ; and A = (aij)n×n is the

nonnegative adjacency matrix associated with the edges of the graph. We denote

by (i, j) (i, j ∈ V ) the edge of the graph originating at node i and ending at node j.

aij > 0 if and only if (i, j) ∈ E , which means that there is information transmission
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Figure 5.2: A framework for distributed H∞ filtering with an Information Dispatch-
ing Middleware

from node i to node j. In this chapter, we set aii = 1 (i ∈ V ), which indicates that

all the sensor nodes are self-connected, i.e. (i, i) ∈ E . If (j, i) ∈ E (j 6= i), then

node j is called a neighbour of node i. The set of node i’s neighbours and itself is

denoted by Ni , {j ∈ V |(j, i) ∈ E }, which means that in the sensor network, the

sensor node i receives the information from the nodes j ∈ Ni.

5.2.2 A framework for distributed H∞ filtering

The framework for distributed H∞ filtering is shown in Figure 5.2, where the plant

is considered as a continuous-time linear system described by







ẋp(t) = Apxp(t) +Bpwp(t)

zp(t) = Epxp(t)

xp(t0) = φ0

(5.1)

where xp(t) ∈ R
n is the system state vector; zp(t) is the controlled output vector;

wp(t) ∈ R
l is the exogenous disturbance vector belonging to L2[0,∞); φ0 is the initial

condition; and Ap, Bp and Ep are known real matrices with appropriate dimensions.

The other components in Figure 5.2 are described in detail as
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Sensor topology with ̺ nodes

Suppose that ̺ sensor nodes are connected according to the graph G. Each sensor

node measures the physical plant’s output and receives signals from its neighbouring

nodes. Specifically, at node i (i ∈ V ), the measurement output from the physical

plant is given by

yi(t) = C i
pxp(t) (5.2)

where yi(t) ∈ R
m and C i

p is a known real matrix. Thus, the received signal of node

i from the physical plant and its neighbouring nodes can be expressed as

ȳi(t) =
∑

j∈Ni

ajiyj(t) =
∑

j∈Ni

ajiC
j
pxp(t) (5.3)

The signal ȳi(t) (i ∈ V ) is transmitted through a communication network so that

an H∞ filter corresponding to the sensor node i is designed to estimate the system

state. The transmission task is completed via the following Information Dispatching

Middleware (IDM).

The Information Dispatching Middleware (IDM)

An important feature of the framework is the introduction of an IDM. Based on net-

work characteristics, the IDM dynamically regulates the network traffic to choose

“necessary” data packets to be transmitted such that some desired H∞ performance

of the resultant filtering error system can be ensured. The flow chat of the mecha-

nism of the IDM is as shown in Figure 5.3. The IDM consists of two modules, which

are described below.

1) The Information Selection Module (ISM).

The Information Selection Module (ISM) includes ̺ nodes corresponding to the

̺ sensor nodes above. The i-th node of ISM is shown in Figure 5.4.

In this figure, the Receiver i receives the signal ȳi(t) from the sensor node i and

the network dynamic signal x̃(t) from the communication network. The Sampler
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i is used to sample the received signal (ȳi(t), x̃(t)) with a period h > 0, where h

is a constant. Whether or not the sampled signal is transmitted through a com-

munication network is determined by the event-trigger processor ETP i. The ETP

i consists of a buffer and an event-trigger. The buffer is used to store the latest

released signal ȳi(ti,kh) and the current sampled signal ȳi((ti,k + l)h), where l is a

positive integer. In order to define an efficient event-triggering scheme (ETS) in

the i-th ETP, we introduce an error function ei(t
l
i,kh) and an evaluation function

ψi(t
l
i,kh), where t

l
i,kh = ti,kh + lh. The error function ei(t

l
i,kh) reflecting the error

between the current sampled signal ȳi(t
l
i,kh) and the latest released signal ȳi(ti,kh)

is given by

ei(t
l
i,kh) = ȳi(ti,kh)− ȳi(t

l
i,kh) (5.4)

where ȳi(t
l
i,kh) is the current sampled signal and ȳi(ti,kh) is the latest triggered
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signal.

The evaluation function ψi(t
l
i,kh) is defined based on two important parameters:

the current QoS index δi(t
l
i,kh) of the communication network and a certain scale of

error signal ei(t
l
i,kh). Inspired by [156] and [157], the QoS index δi(t

l
i,kh) specification

encompasses on (i) the level of the service α, (ii) and the flow performance, which

are reflected by the window size W (tli,kh) and queue size q(tli,kh). Specifically, the

QoS index, which is closely related to the network dynamics, is defined as

δi(t
l
i,kh) = col{ α

|W (tli,kh)−W0|+W0

,
α

|q(tli,kh)− q0|+ q0
} (5.5)

whereW (tli,kh) and q(t
l
i,kh) are the window size and queue length at the time instant

tli,kh, respectively; W0 and q0 are the the ideal window size and queue size; α is the

QoS level of the service for the control system. From the definition of the QoS,

one can see that when the window size and the queue size are approaching their

ideal size, the QoS index increases, which means that the QoS of the network is

improving. Thus, the scheduling function ψi(t
l
i,kh) can be given in the following

form of

ψi(t
l
i,kh) = δi(t

l
i,kh)‖ei(tli,kh)‖ (5.6)

Remark 5.1. The proposed evaluation function ψi(t
l
i,kh) can be used to assign the

priority to schedule the sampled signals dynamically. Compared with the Large Er-

ror First (LEF) scheduling algorithm derived by Yepez et al. in [114], ψi(t
l
i,kh) is

constructed not only from the QoS of the communication network, but also from the

characteristics of the sampled signal. It is helpful to construct an event-triggered

scheme, which determines whether or not the current sampled signal ȳi(t
l
i,kh) should

be triggered.

Suppose that the latest signal released by ETP i is denoted by (ȳi(ti,kh), x̃(ti,kh)),
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and the current signal sampled from the node i is (ȳi(t
l
i,kh), x̃(t

l
i,kh)). Denote

fi(t
l
i,k) = ℑi(t

l
i,k)

TΩiℑi(t
l
i,k)− λ℘i(t

l
i,k)

TΩi℘i(t
l
i,k) (5.7)

where λ > 0 is an event-triggering threshold parameter and Ωi is a weighting matrix

satisfying Ωi = ΩTi > 0, and

ℑi(t
l
i,k) =

[
ei(t

l
i,kh)

ψi(t
l
i,kh)

]

, ℘i(t
l
i,k) =

[
ȳi(t

l
i,kh)

x̃(tli,kh)

]

.

Then the ETS involved in ETP i can be described as follows.

If the current sampled signal (ȳi(t
l
i,kh), x̃(t

l
i,kh)) satisfies fi(t

l
i,kh) > 0, then

• the current signal (ȳi(t
l
i,kh) together with its time-stamp tli,k and the node

number i is encapsulated into a data packet (i, tli,k, ȳi(t
l
i,kh));

• this data packet is immediately released to the communication network by

ETP i;

Otherwise, the current sampled signal is discarded directly.

From the description of the above ETS, it can be clearly seen that the time

sequence {ti,1h, ti,2h, · · · , ti,kh, · · · } indicating when ETP i releases data packets

can be obtained by






ti,k+1 = ti,k +min
{
l
∣
∣ fi(t

l
i,k) > 0, l = 1, 2, · · ·

}

ti,0 = 0, k = 1, 2, · · · .
(5.8)

To demonstrate some characteristics of the proposed ETS (5.7), which is different

to existing event-triggered schemes, we choose

Ωi =

[
Ωi11 Ωi12
ΩiT12 Ωi22

]

(5.9)

then, from (5.7), the proposed event-triggering scheme can be expressed as

f ′
i(t

l
i,k) = Πi

1 +Πi
2 +Πi

3. (5.10)
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where 





Πi
1 = ei(t

l
i,kh)

TΩi11ei(t
l
i,kh)− λi1ȳi(t

l
i,kh)

TΩi11ȳ
T
i (t

l
i,kh)

Πi
2 = ψi(t

l
i,kh)

TΩiT12ei(t
l
i,kh) + ei(t

l
i,kh)

TΩi12ψi(t
l
i,kh)

− λ(x̃(tli,kh)Ω
iT
12 ȳi(t

l
i,kh) + ȳi(t

l
i,kh)

TΩi12x̃(t
l
i,kh))

Πi
3 = ψi(t

l
i,kh)

TΩi22ψi(t
l
i,kh)− λi1x̃(t

l
i,kh)

TΩi22x̃(t
l
i,kh)

(5.11)

Regarding the sampled signal ȳi((ti,k + l)h) of the distributed sensor i, whether

or not it is triggered to be encapsulated into the data packet (i, ti,k+1, ȳi((ti,k+1)h)

depends on the following cases:

Case 1: f ′
i(t

l
i,k) > 0, which means the sampled signal ȳi(t

l
i,kh) is triggered, then

it yields

if Πi
1 +Πi

3 ≤ 0 which means that the coupling between the system and the com-

munication network has a certain influence on the triggered signals.

else if Πi
1 > 0 & Πi

3 > 0 which shows that both the system dynamics and signal

characteristics evaluated by the function ψi(t) jointly decide that the signal

should be triggered.

else if Pii1 > 0 & Πi
3 ≤ 0 which means that system dynamics determine that the

signal should be triggered.

else Πi
1 ≤ 0 & Πi

3 > 0 which means that the signal is self triggered by its own char-

acteristics.

Case 2: fi(t
l
i,k) ≤ 0, which means the sampled signal ȳi(t

l
i,kh) is discarded, then

we have

if Πi
1 +Πi

3 > 0 which means that the coupling between the system and the com-

munication network has a certain influence on restraining the sampled signals.

else if Πi
1 ≤ 0 & Πi

3 ≤ 0 which shows that both the system dynamics and the signal

characteristics jointly decide that the signal should be discarded.
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else if Πi
1 < 0 & Πi

3 ≥ 0 which means that system dynamics determine that the

signal should be discarded.

else Πi
1 ≥ 0 & Πi

3 < 0 which means that communication network congestion pre-

vents the sampled signal from being triggered.

Observe that, Πi1 is related to the system outputs, while Πi3 is related to network

dynamics. Compared with the event-triggered schemes in [140] and [158], it is clear

that, under the above event-triggered scheme, whether or not an event is triggered

is determined not only by the current sampled signal and the latest released signal

but also by the current network dynamics. More specifically, if Πi
1 ≤ 0, Πi

3 > 0,

but Πi
1 + Πi

3 > 0, under this event-triggered scheme, the sampled data is released.

The reason for this case is that although transmission of this data is not necessary

for the control system, the QoS index and the flow performance (window size and

queue size) illustrate that the network is not congested, which means that the QoS

of the communication network is adequate to transmit more data. Consequently, the

sampled data is transmitted, thus improving the performance of the network and

utilising network resources more efficiently. On the other hand, if Πi
1 > 0, Πi

3 ≤ 0,

but Πi
1 + Πi

3 < 0, then the sampled data is not transmitted. This situation is due

to the fact that although the sampled data should be transmitted to guarantee the

control system’s performance, the QoS and the flow dynamics show that the network

is congested, and so no data can be transmitted.

Remark 5.2. In this chapter, we employ the Large Error First scheduling policy,

which is different from the scheduling policy in [159]. In [159], the scheduler uses a

mean value of the states of the applications as a form of performance index. While

based on event-triggering characteristics, it is more efficient to use the error of

measurement outputs to assign priorities to different filters.

Remark 5.3. As shown in (5.7), ψi(t
l
i,kh) (i = 1, 2, · · · , ̺) is used in the event-
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triggering scheme with network dynamics to jointly decide whether or not the current

sampled signal needs to be triggered. Moreover, from Πi3 in (5.11), this evaluated

function ψi(t) can be applied in the fluid-flow model as an external control strate-

gy to avoid communication network congestion. Therefore, such a novel evaluated

function ψi(t) is a link to implement the codesign between networked systems and

communication network under the proposed Information Dispatching Middle frame-

work for investigation of the distributed H∞ filtering issue.

2) The Congestion Avoidance Module (CAM).

The Congestion Avoidance Module (CAM) is used to design a congestion control

strategy for a transmission control protocol (TCP) communication network such

that data-packets released from ISM can be successfully transmitted to a zero-order-

hold to be held for filter design. To begin with, a dynamic model of TCP behaviour,

which is based on a fluid-flow model, is given by [102]







Ẇ (t) =
1

τ(t)
− W (t)

2

W (t− τ(t))

τ(t− τ(t))
p(t− τ(t))

q̇(t) =







− C(t) +
N(t)

τ(t)
W (t), q(t) > 0

max

{

0,−C(t) + N(t)

τ(t)
W (t)

}

, q(t) = 0

τ(t) =
q(t)

C(t)
+ Tp

(5.12)

where W (t) is the TCP window size; q(t) is the queue length; Tp is the propagation

delay; τ(t) is the round-trip time, which represents the network-induced delay; C(t)

is the available link capacity; N(t) is the number of TCP sessions; and p(t) is

the probability of packet marking satisfying 0 ≤ p(t) ≤ 1. This model reflects a

fundamental characteristic named ‘additive increase and multiplicative decrease’ in

typical TCP/IP communication networks. Moreover, simulation shows that this

model captures well the qualitative behavior of TCP traffic flows [160]. In the

past decade, active queue management (AQM) has played a key role in controlling
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congestion in a TCP/IP communication network, because TCP with an AQM router

can be considered as a feedback control system, allowing us to design congestion

controllers using feedback control approaches. Consequently, a number of results on

AQM-based congestion control have been reported in the literature [161], [113] and

references therein.

Suppose thatN(t) is a constant N , and thatW (t) and q(t) satisfy 0 ≤W (t) ≤ W̄

and 0 ≤ q(t) ≤ q̄, where W̄ and q̄ denote maximum window size and buffer capacity,

respectively. Take (W (t), q(t)) as the state and p(t) as the input. For given network

parameters (N,C0, Tp) with C0 being the nominal value of C(t), the operating point

(W0, q0, p0) defined by Ẇ (t) = 0 and q̇(t) = 0 satisfies W0 ∈ [0, W̄ ], q0 ∈ [0, q̄], p0 ∈

[0, 1], and τ0 = q0
C0

+ Tp,W0 = τ0C0

N
and p0 = 2

W 2
0

. Denote x̃(t) = col{W (t) −

W0, q(t) − q0}, ũ(t) = p(t) − p0 and ṽ(t) = col{C(t) − C0, C(t − τ0) − C0}. Then

at the operating point (W0, q0, p0), the nonlinear fluid-flow model (5.12) can be

linearised in the following form

˙̃x(t) = Ãx̃(t) + Ãdx̃(t− τ(t)) + B̃ũ(t− τ(t)) + D̃ṽ(t) (5.13)

where

Ã =

[

− N
τ2
0
C0

− 1
τ2
0
C0

N
τ0

− 1
τ0

]

, Ãd =

[− N
τ2
0
C0

1
τ2
0
C0

0 0

]

,

B̃ =

[

− τ2
0
C0

2N2

0

]

, D̃ =

[
τ0−Tp
τ2
0
C0

− τ0−Tp
τ2
0
C0

−Tp
τ0

0

]

.

From the codesign point of view, in (5.13), we choose the variation of the available

link capacity δC(t) = C(t) − C0 as the networked system output error between

the most recent sampled signal and the latest released signal. This is mapped to

schedule the related short-lived information, such as state of system variation, alarm

information and so on. From the linearisation process of the fluid-flow model, the

delayed disturbance δC(t − τ(t)) = C(t − τ(t)) − C0 also exists in (5.13). For the
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distributed filtering issue, we construct δCi(t) and δCi(t− τ(t)) as






δCi(t) = Li1(ei(t))

δCi(t− τ(t)) = Li2(ei(t))

where Li1, Li2 are functions that map the networked system output error to its

related short-lived information.

To incorporate the above details into the codesign process, we define the distur-

bance ṽi(t) of the fluid-flow model at the equilibrium as

ṽi(t) = [δCi(t), δCi(t− τ(t))]T = [Li1(ei(t)), Li2(ei(t))]
T .

then

ṽ(t) =
m∑

i=1

[Li1(ei(t)), Li2(ei(t))]
T . (5.14)

In this chapter, it is assumed that

ṽ(t) =
m∑

i=1

[Fi1, Fi2]
T ei(t) (5.15)

where Fi1, Fi2 ∈ R
1×m are known real matrices.

From [113], it is true that the linearisation model in (5.13) offers an effective

approach to the congestion control of a TCP/IP communication network. A state

feedback controller can be designed such that the system (5.13) is asymptotically

stable. Under the designed controller, the network dynamics of the TCP/IP com-

munication network remain stable at the equilibrium point, which means that a

satisfactory quality of service of the communication network can be ensured. On

the other hand, the evaluation functions ψi(t
l
i,kh) (i = 1, 2, · · · , ̺) introduced in

ISM are used to dynamically allocate transmission priority of those data-packets

triggered from ETP i (i = 1, 2, · · · , ̺). Hence, the dynamic evaluation functions,

regarded as an external control input, can be used to design suitable congestion

controllers to enhance the stability of network dynamics. To this end, we slightly

modify the system (5.13) to become

˙̃x(t) = Ãx̃(t)+Ãdx̃(t−τ(t))+B̃ũ1(t−τ(t))+B̃ũ2(t)+D̃ṽ(t). (5.16)
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The objective of the CAM is to design congestion controllers in the form of






ũ1(t) = K1x(t)

ũ2(t) =

̺
∑

i=1

K2iψi(t), t ∈ [ti,kh, ti,k+1h)
(5.17)

such that the closed-loop system formed by (5.16) and (5.17) is asymptotically

stable.

The zero-order-hold (ZOH)

Under the proposed Information Dispatching Middleware, the zero-order-holder

(ZOH) of each distributed H∞ filter is event-driven. More specifically, the ZOH of

filter i receives a data packet (i, ti,k, ȳi(ti,kh) from the sensor node i through the IP-

based communication network. Due to the effects of the communication network, for

the data packet (i, ti,k, ȳi(ti,kh), the network-induced delay induced by the fluid-flow

model is τ(ti,k) =
q(ti,kh)

C0
+Tp, where the link capacity C0 is fixed and τm ≤ τ(ti,k) ≤

τM , ki ∈ N, with τm the fixed propagation delay Tp and τM the maximum allowable

transmission network-induced delay. Then, the ZOH of the filter i receives its data

packets with the time sequence {t1ih + τ(t1i), t2ih + τ(t2i), · · · , ti,kh + τ(ti,k), · · · }.

This means that the ZOH i keeps the data available until the new data arrives at

tki+1h+ τ(tki+1h). Hence, the holding zone of the filter i’s ZOH can be expressed as

[t0i + τ0, +∞) =

∞⋃

k=1

[ti,kh+ τ(ti,k), ti,k+1h+ τ(ti,k+1))

where ti0 + τ i0 = t1ih+ τ(t1i).

Distributed H∞ filters

In this chapter, the distributed H∞ filter i can be designed as a linear dynamic filter

in the form of {

ẋif (t) = Aifx
i
f (t) +Bi

f ȳi(ti,kh)

zif (t) = C i
fx

i
f (t).

(5.18)

Using the proposed Information Dispatching Middleware, once the ZOH receives

the packet (i, ti,k, ȳi(ti,kh), it actuates the distributed H∞ filter i with the signal
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ȳi(ti,kh). Hence, we have

ỹ(t) = ȳ(ti,kh), ti,kh+ τ(ti,kh) ≤ t < ti,k+1h + τ(ti,k+1h) (5.19)

Substituting (5.19) into (5.18) yields
{

ẋif(t) = Aifx
i
f (t) +Bi

f ỹ(t)

zif(t) = C i
fx

i
f (t)

(5.20)

where ti,kh+τ(ti,kh) ≤ t < ti,k+1h+τ(ti,k+1h), and A
i
f , B

i
f , C

i
f are filter parameters

to be determined.

5.2.3 The model of the distributed H∞ filtering error system

Based on the previous analysis, the distributed H∞ filtering problem for networked

systems is investigated by using the proposed the Information Dispatching Mid-

dleware including the Information Selection Module and the Congestion Avoidance

Module.

We choose a set of sampled instants as {sh|s ∈ N} and a set of released instants

of each event-trigger processor as {tkh|k ∈ N}. Define the corresponding following

sampled instants for the current released instant tkh as tlkh = tkh + lh, with tlk =

0, . . . , L. Set t1h as the initial released instant and the next transmission instant for

the tkh instant can be derived as

tk+1h = tkh+ inf
l≥1

{lh|∀fi(tlkh) > 0}. (5.21)

The holding zone of the distributor is [t1h,∞) =
⋃∞
k=1[tkh+τ(tkh), tk+1h+τ(tk+1h)).

The interval [tkh+τ(tkh), tk+1h+τ(tk+1h)) can be divided into the following subsets

as shown in Figure 5.5.

As can be seen from Figure 5.5, we have

[tkh+ τ(tkh), tk+1h+ τ(tk+1h)) =
L⋃

l=0

Θl
k. (5.22)

where if L = 0, Θl
k = [tkh + τ(tkh), tk+1h + τ(tk+1h)); if L ∈ N exists, such that

(tk+L)h+ τ(tkh) ≤ tk+1h+ τ(tk+1h) and (tk+L+1)h+ τ(tkh) > tk+1h+ τ(tk+1h).
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Figure 5.5: The subsets of the time interval [tkh+ τ(tkh), tk+1h + τ(tk+1h))

Θl
k = [tlkh + τ(tkh), t

l
kh + h + τ(tkh)), with t

l
k = tk + lh, when l = 0, 1, · · · , L − 1;

and Θl
k = [(tk + Lk − 1)h+ τ(tkh), tk+1h+ τ(tk+1h)) when l = L.

Then, we define

d(t) = t− tlkh, t ∈ Θl
k, l ∈ {0, 1, · · · , L}. (5.23)

If L = 0, we have

τm ≤ τ(tkh) ≤ d(t) ≤ (tk+1 − tk)h ≤ h + τM ; (5.24)

If L 6= 0, it yiels

τm ≤ τ(tkh) ≤ d(t) ≤ h+ τ(tkh) ≤ h + τM . (5.25)

It is clear that d(t) is a piecewise-line function satisfying

τm ≤ τ(tkh) ≤ d(t) ≤ h+ τM . (5.26)

From (5.4), we obtain

ei(t
l
kh) = ȳi(ti,kh)− ȳi(t

l
kh), t ∈ Θl

k (5.27)

where ȳi(ti,kh) is the latest released sampled data in the event-detector i for the

corresponding instant tkh.
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Then, the input signal is obtained as

ỹi(t) = ȳi(tkh) = ȳi(t
l
kh) + ei(t

l
kh) (5.28)

where t ∈ [tkh+ τ(tkh), tk+1h + τ(tk+1h))

Denote

ξ(t) = [x̄p(t), x̃(t), x̄f (t)]
T , x̄p(t) = colN{xp(t)},

x̄f (t) = colN{xif (t)}, ϕ(t) = [ēk(t− d(t)), ψ̄(t− d(t))]T ,

ēk(t− d(t)) = colN{eik(t− d(t))}, ψ̄(t) = colN{ψi(t− d(t))},

w(t) = w̄p(t), w̄p(t) = colN{wp(t)}.

Combining (5.1), (5.15), (5.15), (5.16), (5.17) and (5.20), the filtering error sys-

tem can be expressed as






ξ̇(t) = Aξ(t) + AdHξ(t− τ(t)) +B1Hξ(t− d(t))

+B2ϕ(t) +B3w(t)

e(t) = Eξ(t)

ξ(θ) = col{ξ(t0), 0}, θ ∈ [−dM , 0],

(5.29)

for t ∈ [tlkh+ τ(tlkh), t
l+1
k h+ τ(tl+1

k h)), where

A =





Āp 0 0

0 Ã 0
0 0 Āf



 , Ad =





0 0

0 Ãd + B̃1K̃1

0 0



 , H =

[
I 0 0
0 I 0

]

,

B1 =





0 0
0 0

B̄f (A⊗ I)C̆ 0



 , B2 =





0 0

D̃F̄ B̃2K̄2

B̄f 0



 , B3 =





B̄p

0
0



 ,

Āp = diagN{Ap}, Āf = diagN{Aif}, C̆ = vec1N{colN{C i
p}},

F̃ = vecN{F̃i}, K̃2 = vecN{K̃2i}, B̄p = colN{Bp}, Ēp = diagN{Ep},

B̄f = diagN{Bi
f}, C̄f = diagN{C i

f}, E = [Ēp 0 − C̄f ].

In this chapter, the distributed H∞ filtering problem is stated as follows: given

scalars τm, τM , dm, dM , λ > 0, and a prescribed level of disturbance attenuation

γ > 0, design some suitable distributed filters in the form of (5.18), such that
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• The filter error system (5.29) with w(t) = 0 is asymptotically stable;

• Under zero initial condition, the filtering error system achieves a prescribed

H∞ performance level γ, i.e. the filtering error e(t) satisfies ‖e(t)‖2 ≤ γ‖w(t)‖2,

for any nonzero w(t) ∈ L2[0,∞).

5.3 Analysis and synthesis

5.3.1 Distributed H∞ filtering performance analysis

In this section, given the filter parameters in (5.18), a sufficient condition for H∞

performance analysis of the filtering error system (5.29) based on the Lyapunov-

Krasovskii functional approach will be presented in the following theorem.

To begin with, we first introduce two lemmas, which are useful to solve the above

problem.

Lemma 5.1. [162] Let z(t) ∈ W [a, b) and z(a) = 0. Then for any n × n-matrix

R > 0, the following inequality holds

∫ b

a

zT (θ)Rz(θ)dθ ≤ 4(b− a)2

π2

∫ b

a

żT (θ)Rż(θ)dθ (5.30)

Lemma 5.2. [130] Let Φ = ΦT , Γ1 and Γ2 be real matrices of appropriate dimen-

sions, then

Φ + Γ1Λ(T )Γ2 + ΓT2Λ
T (T )Γt1 < 0

for all Λ(t) satisfying ΛT (t)Λ(t) ≤ I, if and only if there exists a scalar ε > 0 such

that

Φ+ ε−1Γ1Γ
t
1 + εΓT2 Γ2 < 0.

In this chapter, these inequalities are employed to investigate the issue of dis-

tributed H∞ filtering.

Theorem 5.1. For given scalars τm, τM , dm, dM , λ ∈ (0, 1) and γ > 0, the filtering

error system (5.29) is asymptotically stable with an H∞ performance γ, if there exist
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matrices Ω > 0, P > 0, S > 0, Qi > 0, Ri > 0 (i = 1, 2, 3, 4), with appropriate

dimensions such that







Ψ11 Ψ12 Ψ13 Ψ14

⋆ Ψ22 Ψ23 Ψ24

⋆ ⋆ Ψ33 Ψ34

⋆ ⋆ ⋆ Ψ44






< 0 (5.31)

where

Ψ11 =







Λ11 HTQ3 PAd 0
⋆ −Q1+Q2−Q3−Q4 Q4 0
⋆ ⋆ −2Q4 Q4

⋆ ⋆ ⋆ −Q2−Q4






,

Ψ12 =







HTR3 PB1 0 PB2 PB3
π2

4
HTS

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0






,

Ψ13 =







τmA
THTQ3 τ̄ATHTQ4 dmA

THTR3

0 0 0
τmA

T
dH

TQ3 τ̄ATdH
TQ4 dmA

T
dH

TR3

0 0 0






,

Ψ14 =







d̄ATHTR4 d̄ATHTS ET

0 0 0
d̄ATdH

TR4 d̄ATdH
TS 0

0 0 0






,

Ψ22 =







R̄1 R4 0 0
⋆ R̄2 R4 0
⋆ ⋆ −R2 − R4 0
⋆ ⋆ ⋆ −HT

1 ΩH1






,

Ψ23 =







0 0 0 0
0 0 τmB

T
1 H

TQ3 τ̄BT
1 H

TQ4

0 0 0 0
0 0 τmB

T
2 H

TQ3 τ̄BT
2 H

TQ4






,

Ψ24 =







0 0 0 0
dmB

T
1 H

TR3 d̄BT
1 H

TR4 d̄BT
1 H

TS 0
0 0 0 0

dmB
T
2 H

TR3 d̄BT
2 H

TR4 d̄BT
2 H

TS 0






,

Ψ33 =







−γ2I 0 τmB
T
3 H

TQ3 τ̄BT
3 H

TQ4

⋆ −π2

4
S 0 0

⋆ ⋆ −Q3 0
⋆ ⋆ ⋆ −Q4






,
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Ψ34 =







dmB
T
3 H

TR3 d̄BT
3 H

TR4 d̄BT
3 H

TS 0
0 0 0 0
0 0 0 0
0 0 0 0






,

Ψ44 =







−R3 0 0 0
0 −R4 0 0
0 0 −S 0
0 0 0 −I






, G =

[
(A⊗ I)Č 0

0 I

]

Λ11 = PA+ ATP +HTQ1H −HTQ3H +HTR1H

−HTR3H − π2

4
HTSH,

τ̄ = τM − τm, d̄ = dM − dm,Ω = diag{Ω1,Ω2, · · · ,Ω̺},

R̄1 = −R1 +R2 − R3 −R4, R̄2 = −2R4 + λGTHT
2 ΩH2G,

H1 =














I1×m 0 · · · 0 0 0 · · · 0
0 0 · · · 0 I1×2 0 · · · 0
0 I1×m 0 · · · 0 0 · · · 0
0 0 · · · 0 0 I1×2 · · · 0
...

...
...

...
...

...
...

0 0 · · · I1×m 0 0 · · · 0
0 0 · · · 0 0 0 0 I1×2














,

H2 =














I1×m 0 0 · · · · · · 0
0 0 · · · 0 0 I1×2

0 I1×m 0 · · · 0 0
0 0 · · · 0 0 I1×2
...

...
...

...
...

0 0 · · · 0 I1×m 0
0 0 · · · 0 0 I1×2














.

Proof. Choose a Lyapunov-Krasovskii functional candidate as

V (t, ξ(t)) = V1(t, ξ(t)) + V2(t, ξ(t)) + V3(t, ξ(t)) (5.32)

where

V1(t, ξ(t)) = ξT (t)Pξ(t)

V2(t, ξ(t)) =

∫ t

t−τm

ξT (s)HTQ1Hξ(s)ds

+

∫ t−τm

t−τM

ξT (s)HTQ2Hξ(s)ds

+ τm

∫ t

t−τm

∫ t

s

ξ̇T (θ)HTQ3Hξ̇(θ)dθds
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+ τ̄

∫ t−τm

t−τM

∫ t

s

ξ̇T (θ)HTQ4Hξ̇(θ)dθds

V3(t, ξ(t)) =

∫ t

t−dm

ξT (s)HTR1Hξ(s)ds

+

∫ t−dm

t−dM

ξT (s)HTR2Hξ(s)ds

+ dm

∫ t

t−dm

∫ t

s

ξ̇T (θ)HTR3Hξ̇(θ)dθds

+ d̄

∫ t−dm

t−dM

∫ t

s

ξ̇T (θ)HTR4Hξ̇(θ)dθds

+ d̄2
∫ t

t−ρ(t)

ξ̇T (s)HTSHξ̇(s)ds

− π2

4

∫ t

t−ρ(t)

ξ̄T (s)HTSHξ̄(s)ds

and P > 0, Qi > 0, Ri > 0 (i = 1, 2, 3, 4), S > 0, ξ̄(s) = ξ(s) − ξ(s − ρ(t)) and

ρ(t) = d(t)− τ(tkh).

By using Lemma 5.1, we can derive that

d̄2
∫ t

t−ρ(t)

ξ̇T (s)HTSHξ̇(s)ds ≥ π2

4

∫ t

t−ρ(t)

ξ̄T (s)HTSHξ̄(s)ds

which means that the Lyapunov-Krasovskii functional candidate V (t, ξ(t)) ≥ 0.

Taking the derivative of V (t, ξ(t)) with respect to t along the trajectory of system

(5.29) yields

V̇ (t, ξ(t)) = V̇1(t, ξ(t)) + V̇2(t, ξ(t)) + V̇3(t, ξ(t)) (5.33)

where

V̇1(t, ξ(t)) = 2ξT (t)P (Aξ(t) + AdHξ(t− τ(t))

+B1Hξ(t− d(t)) +B2ϕ(t− d(t)) +B3ω(t))

V̇2(t, ξ(t)) = ξT (t)HTQ1Hξ(t)

− ξT (t− τm)H
TQ1Hξ(t− τm)
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+ ξT (t− τm)H
TQ2Hξ(t− τm)

− ξT (t− τM)HTQ2Hξ(t− τM )

+ τ 2mξ̇
T (t)HTQ3Hξ̇(t)

− τm

∫ t

t−τm

ξ̇T (s)HTQ3Hξ̇(s)ds

+ τ̄ 2ξ̇T (t)HTQ4Hξ̇(t)

− τ̄

∫ t−τm

t−τM

ξ̇T (s)HTQ4Hξ̇(s)ds

V̇3(t, ξ(t)) = ξT (t)HTR1Hξ(t)

− ξT (t− dm)H
TR1Hξ(t− dm)

+ ξT (t− dm)H
TR2Hξ(t− dm)

− ξT (t− dM)HTR2Hξ(t− dM)

+ d2mξ̇
T (t)HTR3Hξ̇(t)

− dm

∫ t

t−dm

ξ̇T (s)HTR3Hξ̇(s)ds

+ d̄2ξ̇T (t)HTR4Hξ̇(t)

− d̄

∫ t−dm

t−dM

ξ̇T (s)HTR4Hξ̇(s)ds

+ d̄2ξ̇T (t)HTSHξ̇(t)

− π2

4
ξT (t)HTSHξ(t)

+
π2

4
ξT (t)HTSHξ(t− ρ(t))

+
π2

4
ξT (t− ρ(t))HTSHξ(t)

− π2

4
ξT (t− ρ(t))HTSHξ(t− ρ(t))

From the definition of tli,kh, it is clear that t
l
i,kh ∈ [ti,kh+τ(ti,k), ti,k+1h+τ(ti,k+1).

Then from the event-triggering scheme (5.7), it is known that the next transmitted

instant is tk+1h, which means that

ℑi(t
l
i,k)

TΩiℑi(t
l
i,k) < λ℘i(t

l
i,k)

TΩi℘i(t
l
i,k) (5.34)
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Then, for all distributed sensors, we have

ϕT (tlkh)H
T
1 ΩH1ϕ(t

l
kh) < λξT (tlkh)G

THT
2 ΩH2Gξ(t

l
kh) (5.35)

Thus

V̇ (t, ξ(t)) ≤ V (t, ξ(t)) + eT (t)e(t)− γ2wT (t)w(t)

− eT (t)e(t) + γ2wT (t)w(t)

+ λξT (tlkh)G
THT

2 ΩH2Gξ(t
l
kh)

− ϕT (tlkh)H
T
1 ΩH1ϕ(t

l
kh). (5.36)

By using Jensen integral inequalities from [115] and [116], the following inequal-

ities hold

−τm
∫ t

t−τm

ξ̇T (s)HTQ3Hξ̇(s)ds ≤
[

ξ(t)
Hξ(t− τm)

]T [−HTQ3H HTQ3

⋆ −Q3

] [
ξ(t)

Hξ(t− τm)

]

,

−(τM − τm)

∫ t−τm

t−τM

ξ̇T (s)HTQ4Hξ̇(s)ds ≤




Hξ(t− τm)
Hξ(t− τ(t))
Hξ(t− τM)





T 



−Q4 Q4 0
⋆ −2Q4 Q4

⋆ ⋆ −Q4









Hξ(t− τm)
Hξ(t− τ(t))
Hξ(t− τM )



 ,

−dm
∫ t

t−dm

ξ̇T (s)HTR3Hξ̇(s)ds ≤
[

ξ(t)
Hξ(t− dm)

]T [−HTR3H HTR3

⋆ −R3

] [
ξ(t)

Hξ(t− dm)

]

,

−(dM − dm)

∫ t−dm

t−dM

ξ̇T (s)HTR4Hξ̇(s)ds ≤




Hξ(t− dm)
Hξ(t− d(t))
Hξ(t− dM)





T 



−R4 R4 0
⋆ −2R4 R4

⋆ ⋆ −R4









Hξ(t− dm)
Hξ(t− d(t))
Hξ(t− dM)



 .
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Then we have

V̇ (t, ξ(t)) + eT (t)e(t)− γ2wT (t)w(t) (5.37)

≤ ηT (t)(Ξ− Ψ̃1Ψ33Ψ̃
T
1 − Ψ̃2Ψ44Ψ̃

T
2 )η(t)

where

Ξ =

[
Ψ11 Ψ12

⋆ Ψ22

]

, Ψ̃1 =

[
Ψ13

Ψ23

]

, Ψ̃2 =





Ψ14

Ψ24

Ψ34



 ,

with

η(t) = col{ξ(t), Hξ(t−τm), Hξ(t−τ(t)), Hξ(t−τM), Hξ(t−dm), Hξ(t−d(t)), Hξ(t−

dM), ϕ(t), w(t), ξ(t− ρ(t))}.

From (5.31) and Schur complement, we obtain

Ξ− Ψ̃1Ψ33Ψ̃
T
1 − Ψ̃2Ψ44Ψ̃

T
2 < 0.

Therefore, from the above discussion, for t ∈ [ti,kh+ τ(ti,k), ti,k+1h+ τ(ti,k+1), if

w(t) 6= 0, we have

V̇ (t, ξ(t)) ≤ −eT (t)e(t) + γ2wT (t)w(t) (5.38)

Under zero initial condition, integrating both sides of (5.38) from t and letting

t → ∞, we have ‖e(t)‖2 ≤ γ‖w(t)‖2, which means that the filtering error system

satisfies an H∞ performance γ.

When w(t) = 0, (5.37) reflects that there exists a ρ > 0, such that

V̇ (t, ξ(t)) < −ρξ(t)ξ(t) (5.39)

for ξ(t) 6= 0. Therefore, it can be concluded that the filtering error system is

asymptotically stable if the matrix inequalities in (5.31) are true. This completes

the proof.
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5.3.2 Co-design of distributed H∞ filters, congestion con-
trollers and the event-triggering scheme

In this section, we provide a method to codesign the distributed H∞ filter param-

eters, the congestion controllers and the event-triggering scheme parameters based

on Theorem 5.1.

Theorem 5.2. For given parameters λ ∈ (0, 1) and γ > 0, the distributed H∞

filtering problem for the resulting filter error system (5.29) is solvable if there exist

ǫ > 0, matrices P1 > W > 0, Ri > 0, Qi > 0 (i = 1, 2, 3, 4), S > 0, Ω > 0, Y1, Y2,

Âf , B̂f , Ĉf with appropriate dimensions, such that







Ψ̃11 Ψ̃12 Ψ̃13 Ψ̃14

⋆ Ψ̃22 Ψ̃23 Ψ̃24

⋆ ⋆ Ψ̃33 Ψ̃34

⋆ ⋆ ⋆ Ψ̃44






< 0 (5.40)

[
P1 EW
⋆ W

]

> 0 (5.41)

where

Ψ̃11 =









Λ̃11 Ē Q3 P1Ād 0

⋆ Âf + ÂTf 0 WET Ād 0
⋆ ⋆ Q̄ Q4 0
⋆ ⋆ ⋆ −2Q4 Q4

⋆ ⋆ ⋆ ⋆ −Q2 −Q4









,

Ψ̃12 =









R3 EB̂fĀ 0 P1D̄ + EB̂f Ī PB31

0 B̂fĀ 0 WET D̄ + B̂f Ī WETB31

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0









,

Ψ̃13 =









π2

4
S τmA

T
11Q3 τ̄AT11Q4 dmA

T
11R3

0 0 0 0
0 0 0 0
0 τmĀ

T
dQ3 τ̄ ĀTdQ4 dmĀ

T
dR3

0 0 0 0









,
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Ψ̃14 =









d̄AT11R4 d̄AT11S ẼT
p P1 0

0 0 −ĈT
f WET 0

0 0 0 0 0

d̄ĀTdR4 d̄ĀTd S 0 0 ¯̄BT
1 Y

T
1

0 0 0 0 0









,

Ψ̃22 =







R̄1 R4 0 0
⋆ R̄2 R4 0
⋆ ⋆ −R2 −R4 0
⋆ ⋆ ⋆ −HT

1 ΩH1






,

Ψ̃23 =







0 0 0 0
0 0 0 0
0 0 0 0
0 0 τmD̄

TQ3 τ̄ D̄TQ4






,

Ψ̃24 =







0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

dmD̄
TR3 d̄D̄TR4 d̄D̄TS 0 0 ¯̄BT

21Y
T
2






,

Ψ̃33 =







−γ2I 0 τmB̄
T
31Q3 τ̄ B̄T

31Q4

⋆ −π2

4
S 0 0

⋆ ⋆ −Q3 0
⋆ ⋆ ⋆ −Q4






,

Ψ̃34 =







dmB̄
T
31R3 d̄B̄T

31R4 d̄B̄T
31S 0 0 0

0 0 0 0 0 0
0 0 0 0 τmQ3 0
0 0 0 0 τ̄Q4 0






,

Ψ̃44 =











−R3 0 0 0 dmR3 0
0 −R4 0 0 d̄R4 0
0 0 −S 0 d̄S 0
0 0 0 −I 0 0
0 0 0 0 −ǫ−1I 0
0 0 0 0 0 −ǫP1











,

Q̄ = −Q1 +Q2 −Q3 −Q4, Ē = EÂf + AT11EW
T ,

Λ̃11 = P1A11 + AT11P1 +Q1 −Q3 + R1 − R3 −
π2

4
S,

with

Âf = P2ĀfP
−T
3 P T

2 , B̂f = P2B̄f , Ĉf = P2P
−1
3 C̄f ,

W = P2P
−1
3 P T

2 , Ī =
[
I 0

]
, E =

[
0 I

]
,
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A11 =

[
Ā 0

0 Ã

]

, Ād =

[
0 0

0 Ãd

]

, D̄ =

[
0 0

D̃F̃ 0

]

,

Ā =
[
(A⊗ I)Č 0

]
, Ẽp =

[
Ēp 0

]
,

B31 =

[
B̄p 0
0 0

]

, ¯̄B1 =

[
0 0

0 B̂1

]

, ¯̄B2 =

[
0 0

0 B̂2

]

B̂1 = diag{−τ
2
0C0

2N2
,−τ

2
0C0

2N2
},

B̂2 = diag{−τ
2
0C0

22
, · · · ,−τ

2
0C0

2N2
}2̺×2̺.

Moreover, if the above conditions are feasible, the parameters of the distributed

filters are given as

Āf = ÂfW
−1, B̄f = B̂f , C̄f = ĈfW

−1.

The congestion controller parameters are as

K̃1 = P−1
1 Y1, K̃2 = P−1

1 Y2.

Proof. Introduce the following matrix variables:

J1 =

[
I 0
0 P2P

−1
3

]

, P =

[
P1 EP2

P T
2 E

T P3

]

.

By using the Schur complement, we can infer from (5.41) that P1−EWET > 0.

We then perform congruence transformations to (5.31) by diag{JT1 , I, I, I, I, I, I, I,

I, I, I, I, I, I, I, I} and define new variables W = P2P
−1
3 P T

2 , Âf = P2ĀfP
−T
3 P T

2 ,

B̂f = P2B̄f , Ĉf = P2P
−1
3 C̄f and set B̂1 = diag{− τ20C0

2N2 ,− τ20C0

2N2 }, B̂2 = diag{− τ20C0

2N2 , · · · ,

− τ20C0

2N2 }2̺×2̺, Y1 = P1K̃1, Y2 = P2K̃2. Employing Lemma 5.2 and the Schur comple-

ment, we can then derive the condition (5.40) to design the distributed H∞ filters

and congestion controllers.

In addition, according to the definitions of Âf , B̂f and Ĉf , we obtain

[
Āf B̄f

C̄f 0

]

=

[
P−1
2 0
0 I

] [
Âf B̂f

Ĉf 0

] [
P−T
2 P3 0
0 I

]
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Then, it is easy to obtain the distributed H∞ filter parameters, which are as

Āf = ÂfW
−1, B̄f = B̂f , C̄f = ĈfW

−1.

where W = P2P
−1
3 P T

2 .

Therefore, we can conclude that the filter (Āf , B̄f , C̄f) defined in (5.20) guaran-

tees the filtering error system (5.29) to be asymptotically stable with an H∞ noise

attenuation level bound γ. This completes the proof.

As can be seen from Theorem 5.2, for a given prescribed distributed H∞ filtering

performance γ > 0, and choosing the proper threshold λ in the Information Selection

Module for each event-detector, we can obtainH∞ distributed filters codesigned with

the Information Dispatching Middeleware that include the Information Selection

Module and the Congestion Avoidance Module.

5.4 A simulation example

In this section, a numerical example is given to illustrate the effectiveness of the

proposed scheduling framework for networked systems to investigate the distributed

H∞ filtering issue.

Consider a networked system (5.1) with the following parameters

Ap =





−1.1595 0.1890 −0.2713
−0.1251 0 −0.1
−0.230 0.6740 −0.152



 , Bp =





0.1350 0.0128
0.0128 0.0510
0.1021 0.1250



 ,

C1
p =

[
1 1 0
1 1 0

]

, C2
p =

[
1 0 0
1 1 0

]

, C3
p =

[
1 0 1
1 1 0

]

,

C4
p =

[
1 1 0
1 0 1

]

, Ep =
[
0 0 0.1

]
.

The scenario to be considered has four different sensors deployed in a distribut-

ed area to monitor the networked system outputs yi(t)(i = 1, 2, 3, 4) for the corre-

sponding distributed H∞ filters. Figure 5.6 shows the communication among these



140
CHAPTER 5. DISTRIBUTED H∞ FILTERING FOR NETWORKED

SYSTEMS BASED ON AN INFORMATION DISPATCHING MIDDLEWARE

4

2

3

1

Figure 5.6: The coupling among these 4 sensors

sensors. Based on such a communication topology, the adjacency matrix A with

coupled weights is as

A =







1 0.01 0.015 0
0.012 1 0 0.08
0.08 0 1 0
0.026 0 0 1







To simplify, we consider a low speed TCP/AQM communication network with one

router, and the network parameters for the fluid-flow model (5.16) are shown in

Table 5.1.

Table 5.1: A low speed TCP/AQM communication network

TCP session number N 50
Link capacity C 5000 packets/second
Round trip time τ0 0.25s
Propagation delay Tp 0.1s
Queue size q0 750 packets
Window size W0 25 packets
Probability of packet mark p0 0.0032

For this environment, we choose the sampling period h = 0.2s, τm = 0.1s,

τM = 0.35s and the exogenous disturbance noise ω(t) = [10e−t
2

sin(3πt); 0].

The threshold λ in the Information Selection Module for each event-trigger pro-

cessor is set as λ = 0.2 and the prescribed distributed H∞ performance is set as

γ = 0.5, which is larger than the optimalH∞ performance 0.2887 under the proposed
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Theorem 5.2.

In the proposed Information Dispatching Middleware, the Information Selection

Module has a generator with four event-trigger processors. By using the proposed

codesign strategy in Theorem 5.2, we can obtain its weighting matrices as

Ω1
11 =

[
62.6412 −62.5527
−62.5527 62.7606

]

,Ω1
22 =

[
2.8702 0.0382
0.0382 0.0095

]

,

Ω1
12 =

[
−145.5193 −5.7456
145.4572 5.0615

]

× 10−6

Ω2
11 =

[
3.7377 0.2538
−1.2538 0.7248

]

,Ω2
22 =

[
2.8702 0.0382
0.0382 0.0095

]

,

Ω2
12 =

[
427.5793 −165.4494
−521.8813 −2.3041

]

× 10−8

Ω3
11 =

[
0.1288 0.0242
0.0242 0.3136

]

,Ω3
22 =

[
2.8702 0.0382
0.0382 0.0095

]

,

Ω3
12 =

[
−48.0044 −3.6159
62.9386 −4.8465

]

× 10−7

Ω4
11 =

[
118.1876 −118.0471
−118.0471 118.1876

]

,Ω4
22 =

[
2.8702 0.0382
0.0382 0.0095

]

,

Ω4
12 =

[
−31.5623 −6.4842
−31.5623 −6.4842

]

× 10−7.

Remark 5.4. It can be seen from these four weighting matrices, Ω1
22 = Ω2

22 =

Ω3
22 = Ω4

22, which shows that the network dynamics have the same influence on each

event-triggering processor in the Information Selection Module of the Information

Dispatching Middleware.

In this simulation, the controller gains for the Congestion Avoidance Module are

K̃1 =
[
−1.9936 0.0436

]
, K̃2 =







−0.0008 −0.0203
−0.0487 −0.0097
0.0102 −0.0237
−0.3001 −0.0612






× 10−8.

By using such a control strategy, the network dynamics can be shown in Figure 5.7.

Under the scheduling strategy in the Congestion Avoidance Module, the released

data packet sequences from the sensor nodes to the distributed H∞ filters are shown

in Figure 5.8–5.11. It should be pointed out that by using the derived schedul-

ing strategy in the Congestion Avoidance Module of the Information Dispatching
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Figure 5.7: Network dynamics

Middleware, all the packets released from the Information Selection Module are

transmitted within the the preset allowable time delay interval [0.1s, 0.35s].

With the desired H∞ performance and the proposed codesign strategy, the cor-

responding distributed H∞ filters are obtained as

A1
f =





−12.2308 1.2669 0.4129
2.3354 −4.7254 −1.0726
−1.9755 1.0211 −0.9095





B1
f =





−0.1946 −0.1779
−0.3916 −0.3553
0.0367 0.0331





C1
f =

[
0.1791 −0.1402 −1.1956

]

A2
f =





−12.6563 1.9947 −1.5902
2.7139 −6.8801 −4.4038
−1.9891 1.0343 −0.9298





B2
f =





−0.6389 −0.1141
−0.0614 −1.1392
0.3054 −0.1061





C2
f =

[
0.1251 −0.2682 −1.0751

]
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Figure 5.8: Sampling, releasing and data arriving instants for filter 1
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Figure 5.9: Sampling, releasing and data arriving instants for filter 2
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Figure 5.10: Sampling, releasing and data arriving instants for filter 3
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Figure 5.11: Sampling, releasing and data arriving instants for filter 4
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A3
f =





−12.2628 1.4983 −2.3040
2.4629 −5.5115 −2.3511
−1.9817 1.06551 −0.8017





B3
f =





−0.2702 −0.2358
1.6422 −1.2605
0.4709 −0.0990





C3
f =

[
0.1464 −0.1891 −1.0868

]

A4
f =





−12.3862 1.9581 −1.9217
2.6880 −6.0575 −3.5146
−1.9966 1.0603 −0.8083





B4
f =





0.4235 −0.4760
−1.1816 0.0091
−0.4119 0.2563





C4
f =

[
0.1285 −0.2362 −1.0505

]

The output signal zp(t) of the networked system and filter output signals z1f(t), z
2
f (t),

z3f (t), z
4
f(t) are shown in Figure 5.12.
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Figure 5.12: Estimation signals z(t) and z1f (t), z
2
f(t), z

3
f (t), z

4
f (t)

In the proposed Information Selection Module, whether or not the sampled sig-
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nals are released depends on the mechanism of the event-triggering processors, which

are designed not only from the systems dynamics, but also from the network dy-

namics. As discussed in the Information Selection Module, there are two cases for

the sampled signals, which indicate whether the sampled signals are triggered or

discarded. The rules are designed as

Case 1: Πi
1 +Πi

2 +Πi
3 > 0

• T1: Πi
1 +Πi

3 ≤ 0,

• T2: Πi
1 > 0 & Πi

3 > 0,

• T3: Πi
1 +Πi

3 > 0 & Πi
1 > 0 & Πi

3 ≤ 0,

• T4: Πi
1 +Πi

3 > 0 & Πi
1 ≤ 0 & Πi

3 > 0;

Case 2: Πi
1 +Πi

2 +Πi
3 ≤ 0

• D1: Πi
1 +Πi

3 > 0,

• D2: Πi
1 ≤ 0 & Πi

3 ≤ 0,

• D3: Πi
1 +Πi

3 ≤ 0 & Πi
1 < 0 & Πi

3 ≥ 0,

• D4: Πi
1 +Πi

3 ≤ 0 & Πi
1 ≥ 0 & Πi

3 < 0.

where Πi
1, Π

i
2, Π

i
3 are defined in (5.11).

The simulation results show the event-triggering processor’s interaction between

the dynamics of the networked system and the dynamics of the communication

network. All the sampled data can be classified in Table 5.2

In this table, from the rules T3 and D2, it can be seen that the system dynamics

are the major role, which determines whether or not the sampled signals should

be triggered. However, under the prescribed H∞ performance, the communication

network congestion also prevents the transmission of some signals, which ought to

be triggered from a system perspective, as shown in the rule D4. Both system
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Table 5.2: The classification of all sampled signals in 40s

Case 1 Case 2
T1 T2 T3 T4 D1 D2 D3 D4

Filter 1 0 5 9 8 0 116 0 62
Filter 2 0 5 36 4 0 103 0 52
Filter 3 0 6 79 3 0 59 0 52
Filter 4 0 5 23 4 0 103 0 55

dynamics and the signal characteristics evaluated by the function ψi(t) can trigger

some sampled signals as shown in the rule T2 while the evaluation function itself

has the ability to release the sampled signals as implied by the rule T4.

Remark 5.5. The simulation results in Table 5.2 indicate that there is no signal

triggered by the rules T1 and D1, that is, the coupling between the system and the

communication network does not affect the triggering mechanism of the ETPs in the

Information Selection Module. This result is helpful for engineering implementation

in practical applications by separation of systems and communication networks be-

cause the minimal but adequate linkage between then makes it possible to work on

each independently.

Remark 5.6. The results also show that there is no signal triggered under rule D3

in Case 2, which implies that if the evaluation of the sampled signal is larger or

the communication network is not congested, the sampled signals are triggered and

released to the communication network. Hence, the rule D3 in Case 2 can be mapped

to the rule T4 in Case 1.

The interactive mechanism of the ETPs in the Information Selection Module can

be clearly seen in Figure 5.13 – 5.16.

Under the proposed Theorem 5.2, the Information Dispatching Middleware and

distributed H∞ filters are obtained. One can see from the above simulation results

that by using the proposed Information Dispatching Middleware, communication

resources, such as the bandwidth allocated for the distributed filters, can be signifi-
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Figure 5.13: The filtering error e1(t) of Filter 1
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Figure 5.14: The filtering error e2(t) of Filter 2
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Figure 5.15: The filtering error e3(t) of Filter 3
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Figure 5.16: The filtering error e4(t) of Filter 4
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cantly conserved. With a threshold of λ = 0.2 in the Information Selection Module,

23.38% of the filtering tasks are executed, which means that less communication

resources are used and more bandwidth is made available for other transmission

purposes. Figure 5.8 to Figure 5.11 show that the released packets from the Infor-

mation Selection Module are scheduled in the fluid-flow model by the congestion

control strategy within the limited time-delay.

5.5 Conclusion

The key factor in the investigation of distributed H∞ filtering for networked system-

s has been to maintain a constant focus on the significant contribution of network

dynamics to the control and filtering problems. In this chapter, An Information

Dispatching Middleware has been constructed to establish a novel framework for

networked systems, where two modules called the Information Selection Module

and the Congestion Avoidance Module are introduced. The scheduling strategy has

been proposed based on this framework. Then, the filtering error system based on

network dynamics has been formulated as a system with two time-varying delays. A

sufficient condition to ensure the stability and to guarantee the prescribed H∞ noise

attenuation performance for the filtering error system has been derived. Based on

that condition, the codesign method of the distributed filters, the event-triggering

parameter and network congestion controllers has been proposed. Finally, an exam-

ple has been given to illustrate the merits and effectiveness of the method proposed

in this chapter.



Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis has been concerned with the control and filtering of networked systems

considering network dynamics. A novel middleware framework has been proposed

to integrate computation and communication for real time information scheduling,

such that the network resources are utilised efficiently while the networked systems’

performance is preserved. Some criteria have been derived to analyse and synthesise

the control and filtering issues for networked systems. Several examples are provided

to illustrate the effectiveness of the proposed criteria. More specifically, the main

results of this thesis are as follows:

• Stability and stabilisation of networked systems under simultaneous consid-

eration of network dynamics have been studied within a unified framework.

A innovative scheduling middleware has been proposed to trade off the per-

formance of the control system and the utilisation of communication network

resources. Based on the proposed scheduling middleware, a new type of event-

triggered scheme is developed to select the necessary data to be transmitted,

where both the states of the control system and the network dynamics are

considered. By using such an event-triggered scheme, the stability and sta-

bilisation criterion has been derived. Correspondingly, the controllers have

been obtained to stabilise the networked system and to regulate the utilisa-
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tion of network resources. A numerical example has shown the validity of the

proposed method.

• H∞ filtering for networked systems by an online scheduling strategy based on

network dynamics has been investigated. An Information Dispatching Middle-

ware has been constructed to establish a novel framework between the control

system and network dynamics. This Information Dispatching Middleware con-

sists of two modules: the Information Selection Module to regulate the trans-

mission of the sampled data and the Congestion Avoidance Module to schedule

the sampled data released by the Information Selection Module. Under this

framework, an online scheduling strategy has been proposed to evaluate the

network-induced time-varying delay. Then, the filtering error system with two

time-varying delays has been formulated based on network dynamics. A suf-

ficient condition has been established such that the resulting system is stable

with a prescribed H∞ noise attenuation performance. The design method for

the filter and the congestion controllers has been proposed in the form of linear

matrix inequalities. The effectiveness of the proposed method has been shown

by a mechanical system with two masses and two springs.

• The distributed H∞ control for large-scale distributed networked systems has

been considered by taking network dynamics into account. Under the pro-

posed Information Dispatching Middleware, the data are sampled into a group

of event-triggered detectors to select the “needed” sampled data and then re-

leased to the shared IP-based communication network. The Congestion Avoid-

ance Module is introduced to allocate the precious network resources. A co-

design method has been presented to trade off the transmission rate reflected

by the threshold of the event judgement function, and the QoS of the communi-

cation network. A stability criterion for the augmented system to be asymptot-

ically stable has been established. Based on the stability condition, a codesign
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method for the event-triggered scheme, distributed controllers and congestion

controllers has been developed to ensure that the large-scale distributed net-

worked systems remain stable without network congestion. The effectiveness

of the design method has been demonstrated through a quadruple-tank pro-

cess.

• The distributed sensing and H∞ filtering for networked systems have been

studied. The interactive mechanism of the proposed Information Dispatch-

ing Middleware has been investigated, where an evaluation function has been

proposed to construct the event-triggered scheme, taking both dynamic mea-

surement outputs and communication network states into account. A dis-

continuous Lyapunov-Krasovskii functional has been constructed to derive a

delay-dependent criterion for the existence of the distributed H∞ filters that

render the resulting filtering error system asymptotically stable with a pre-

scribed disturbance attenuation performance index. The design method for

the event-triggered filters and the congestion controllers has been correspond-

ingly proposed in terms of linear matrix inequalities. The effectiveness of the

proposed method has been shown by the simulation results.

6.2 Future Work

It should be pointed out that the issues of control and filtering for networked systems

based on network dynamics have not yet been thoroughly investigated. The current

research has focused on some fundamental issues, such as modelling, constructing

middleware, performance analysis and controllers or filters design in the presence of

network-induced delays, based on the event-triggered scheme. Some related topics

for future research are listed below:

• The Information Dispatching Middleware presented in this thesis is designed

specifically to enable control and filtering issues in networked systems to be



154 CHAPTER 6. CONCLUSIONS AND FUTURE WORK

studied. As such, its focus was the scheduling of sampled signals. The first

natural extension of such scheduling middleware is to investigate other at-

tractive issues, such as synchronization and consensus issues for distributed

multi-agent systems. Furthermore, the network security can also be considered

in the Information Selection Module of the proposed information scheduling

middleware. For example, if one of the event-detectors in the Information Se-

lection Module is attacked, the key point of research question is how to detect

the security issue and to change the control or filtering strategies to ensure

the rest of the subsystems meet the prescribed performance level. This area

poses new challenging research issues for networked systems.

• The proposed information scheduling middleware (IDM) contains two function

modules: the Information Selection Module to determine whether or not the

current sampled data should be released to the communication channel and

the Congestion Avoidance Module to guarantee the QoS of the communication

network for the transmission of the released signals. The IDM is an open

middleware, that is, more kinds of function modules can be introduced, not

only to express more aspects of the communication network characteristics for

the integration of computation, communication network and control systems

but also to address more levels of network-induced imperfections. Therefore,

in future research work, it will be meaningful to enrich the function blocks of

the IDM, for example by providing a function module for quantisation of the

released signals, for coding of the released signals and so on.

• It was observed that communication network congestion is a major problem,

essentially leading to unanticipated phenomena, such as network accessing de-

lays, packet losses or disorder and so on. In this thesis, for the released sam-

pled signals from the Information Selection Module, reliable protocols in an

IP-based communication network are considered to transmit triggered signals.
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Based on these protocols, coupled with a congestion avoidance mechanism, a

fluid-flow model is developed to abstract the dynamic characteristics of the

communication network for investigating the control and filtering issues of

networked systems. In future research work, other kinds of models, such as

the gene regulatory network or chemical reaction processes, could be employed

to model the dynamic characteristics of communication networks for the con-

struction of new information scheduling middlewares. In those middlewares,

a variety of codesign methods can be derived to trade off between the desired

performance of networked systems and the efficient utilisation of the scarce

communication network resources. New suitable protocols for scheduling the

data flow in the communication network could also be developed for networked

systems.

• In the Information Selection Module of the Information Dispatching Middle-

ware, the proposed event-triggered scheme is advanced not only because it can

avoid the Zeno phenomenon, but also because it is designed to adapt network

dynamics, and even considers the QoS of the communication network, which

is indicated by the evaluation function used in the event-triggered scheme.

Future work may target how this scheme can be extended to involve more as-

pects, such as different levels of quantisation or coding of the sampled signals,

uncertain or partially unknown statistical knowledge of networked systems and

so on.

• The application of the proposed information scheduling middleware may be-

come an attractive research topic. The middleware, which considers the event-

triggered scheme, congestion control strategies, the tradeoff between the QoS

of communication networks and the QoP of networked systems and so on,

can be applied to develop an advanced message-oriented model (AMOM),

which is one of the key technologies for building large-scale enterprise sys-
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tems. AMOM may then become the glue that binds other independent and

autonomous subsystems together and turns them into integrated distributed

networked systems. These applications can be built by using diverse modules

and can run on different platforms. Due to the unified characteristic of the

Information Dispatching Middleware, users benefit from the functions provid-

ed by different modules in the proposed middleware. They are not required to

rewrite their existing applications. This could be achieved by placing a queue

between sender and receiver (as the control or filtering loop discussed in this

thesis), to provide a level of indirection during communication to ensure the

desired QoP of networked systems.
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