
Network-Based Output Tracking Control for
Continuous-Time Systems

Dawei Zhang

A thesis submitted for the degree of

Doctor of Philosophy

Faculty of Arts, Business, Informatics and Education

Central Queensland University

May 2012





Approved for Submission by Principal Supervisor

Professor Qing-Long Han





Declaration

The research and discussion presented in this dissertation are the original work of

the author and has not been submitted at any tertiary institute or University for

any other award. Any material with has been presented by any person or institute is

duly referenced, and a complete list of all references is presented in the bibliography.

Signed:

Date:





Copyright

This dissertation may be freely copied and distributed for private use and study,

however, no part of this dissertation or the information contained therein may be

included in or referred to in publication without prior written permission of the

author and/or any reference fully acknowledged.

Signed:

Date:





Acknowledgements

I would like to express my gratitude to Professor Qing-Long Han, my principal

supervisor, for his invaluable ideas, patient discussions, constant encouragement

and support throughout my PhD study at Central Queensland University. I greatly

appreciate his insightful advice and enlightening guidance on my research. Without

his help, this work could not have been accomplished.

I would also like to thank Professor Xiefu Jiang and Professor Xinchun Jia,

my associate supervisors, who have given me inspiring suggestions and valuable

comments toward my PhD work.

Finally, special thanks to my parents and my wife for their love, support, en-

couragement and faith in me throughout my PhD study.





Abstract

This dissertation is concerned with network-based output tracking control for both

linear systems and nonlinear systems described by T-S fuzzy models. The systems

are classified as Case I: the systems can be stabilized by non-delayed static output

feedback controllers; and Case II: the systems can not be stabilized by non-delayed

static output feedback controllers, but can be stabilized by delayed static output

feedback controllers.

The use of a communication network in a tracking control system enables a re-

mote execution of tracking control, reduces system complexity, and increases system

flexibility with low cost. When exchanging data between a system and a tracking

controller over a network, network-induced delays and/or packet dropouts are in-

evitable and occur in two different types: one is the unavoidable network-induced

delays and/or packet dropouts which are the sources of poor performance and/or in-

stability (deterioration effects: negative effects) for the systems described in Case I,

and the other is the intentionally introduced network-induced delays and/or packet

dropouts which can be used purposefully to improve the tracking control perfor-

mance for the systems described in Case II. In this dissertation, both positive and

negative effects of network-induced delays and/or packet dropouts on the system

stability and tracking performance are investigated.

Case I: For a linear system, network-based output tracking control via an observer-

based controller is considered. The update inputs of the system and an observer-

based controller are asynchronous due to network-induced delays and/or packet

vii



dropouts in the controller-to-actuator channel. Taking into consideration the asyn-

chronous inputs, the network-based tracking control system is modeled as a system

with two different interval time-varying delays. Notice that a separation principle

can not be applied to design an observer gain and a control gain due to the asyn-

chronous inputs of the plant and the controller. Instead, a novel design algorithm is

proposed by applying a particle swarm optimization technique with the feasibility of

the stability criterion to search for the minimum H∞ tracking performance and the

corresponding gains. The network-based output tracking control via a state feed-

back controller is also considered. Criteria for stability and tracking performance

are also obtained.

For a nonlinear system described by a T-S fuzzy model, network-based output

tracking control via a fuzzy state feedback controller is studied. The network-based

tracking control system is represented by an asynchronous T-S fuzzy system with an

interval time-varying sawtooth delay. Notice that a routine relaxation method for

a traditional T-S fuzzy system can not be used for stability analysis and controller

design of the asynchronous fuzzy system. Instead, a new relaxation method is

proposed by utilizing asynchronous constraints on fuzzy membership functions to

introduce some free-weighting matrices. Using the proposed relaxation method and

a discontinuous simple Lyapunov-Krasovskii functional, some new delay-dependent

criteria for H∞ tracking performance analysis and existence of a fuzzy state feedback

controller are formulated in terms of linear matrix inequalities.

Case II: For a linear system, by intentionally inserting a communication network

between the system and a static output feedback controller, a network-induced de-

lay is purposefully produced in the feedback control loop to achieve a stable and

satisfactory tracking control. A new discontinuous complete Lyapunov-Krasovskii

functional is constructed to derive a delay-dependent criterion for H∞ tracking per-

formance analysis. By applying a particle swarm optimization technique with feasi-
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bility of the criterion, a novel tracking control design algorithm is proposed to search

for the minimum H∞ tracking performance and the corresponding control gain.

For a nonlinear system described by an asynchronous T-S fuzzy model, an H∞

tracking performance criterion is derived by employing a new complete Lyapunov-

Krasovskii functional and taking into consideration the asynchronous constraints.

Then a particle swarm optimization algorithm is proposed to design the fuzzy static

output feedback tracking controller.

Several examples are provided to demonstrate the effectiveness of the proposed

methods for Case I and Case II, respectively.
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Chapter 1

Introduction

Output tracking control has wide practical applications in mobile robot control

[2], [45], mechanical systems [5], [10], [16], DC motor control [17], [67], attitude

tracking and path following in ocean [43], [118], satellite and spacecraft attitude

control [51], [59], [115], [117], flight control [74], [119], unmanned vehicles [83], [112]

and so on. These practical applications provide a major incentive for research on

output tracking control. Generally speaking, the objective of output tracking control

is to drive the output of a physical plant via a feedback controller to track the

output of a reference model or a prescribed trajectory signal as close as possible.

There are two classes of physical plants in practice. One class of plants assume

that all the state variables are available for measurement, and the output tracking

control can be implemented via a state feedback controller. The other class of plants

have part of the states that can not be directly measured, and the output tracking

control can be implemented via an output feedback controller or an observer-based

controller. Throughout this dissertation, output tracking control via a state feedback

controller, an output feedback controller or an observer-based controller is called

state feedback tracking control, output feedback tracking control and observer-based

tracking control, respectively.

There are some results available on output tracking control by using several con-

trol approaches such as adaptive control approach [13], [60], [127], variable structure
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control approach [21], [43], [96], linear quadratic optimal control approach [45], [61],

[71], [99], [107], [117], [121] and H∞ output tracking control approach [10], [11],

[12], [26], [30], [68], [75], [131]. So far these approaches have been applied to design

tracking controllers of many systems encountered in engineering applications. For

example, the H∞ output tracking control approach has been used for tracking con-

troller design of manufacturing systems [10], nervous systems [11], non-holonomic

mechanical control systems [12] and pulse-width modulation systems [26]. The basic

process of the H∞ output tracking control approach can be described as follows: a

physical plant and a reference model are first transformed into an augmented system

(or a tracking error system) with an external disturbance, then a tracking controller

depending on feedback outputs (or state errors) is designed such that the augmented

system (or the tracking error system) is asymptotically stable with a prescribed H∞

tracking performance. From the physical meaning point of view, the idea of this ap-

proach is that the effect of any unknown external disturbance inputs on the output

tracking error is attenuated with a desired H∞ performance. Using this approach,

the disturbance input of the plant and the exogenous signal of the reference model

are not required to be specified. In addition, the designed H∞ tracking controller

can be easily implemented without resorting to a feedback linearization technique

or a complicated adaptive scheme.

It is worth pointing out that most aforementioned results on output tracking

control are only suitable for a traditional tracking control system where a physical

plant and a tracking controller are located close to each other and connected in

a point-to-point wiring manner. However, as a result of the high complexity and

wide geographical distribution of modern industrial systems, the traditional point-

to-point architecture is no longer able to meet new requirements such as modularity,

integrated diagnostics, the ability of remote control, easy maintenance and low cost.

To meet the new requirements, a communication network is inserted between the
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Physical PlantActuators

Communication Network

Controller

Sensors

Figure 1.1: A typical configuration of a network-based control system

physical plant and the tracking controller. Compared with a traditional tracking

control system, the insertion of the network in a tracking control system leads to

network-induced delays and/or packet dropouts, which have an effect on system

stability and tracking performance. In this dissertation, we will deal with modeling,

stability analysis and controller design of a network-based tracking control system

in the presence of network-induced delays and/or packet dropouts.

1.1 Network-based control systems

In a network-based control system (NCS), the controller is connected to the physi-

cal plant via a communication network that provides access to all the sensors and

actuators, as depicted in Figure 1.1. Such a network-based controller can eliminate

unnecessary wiring, efficiently share data, and easily fuse global information to make

decisions over a wide operating range. In the past decades, there has been a rapidly

growing interest in NCSs due to their practical requirements and theoretical signif-

icance, see survey papers [4], [46], [47], [129], [146], PhD theses [50], [73], [77], [86],

[90], [94], [105], [143], [144], [152], books [48], [136] and the references therein. In

the literature, emerging issues in NCSs can be summarized as modeling of an NCS,

stability analysis, control synthesis, design of network scheduling protocols, network

reliability and security, co-design of both network scheduling and network control,

and applications of network-based control. Among these issues, the primary one is

modeling of an NCS. In the following, we review the current research on an NCS

from a modeling method perspective and list some typical NCS modeling methods.
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Discrete-time Model Approach

The process of this approach is that a continuous-time controlled plant in an NCS

is first discretized into a discrete-time system with a fixed sampling [38], [104] or a

time-varying sampling [19] over a sampling interval, then the closed-loop system is

augmented to be a finite dimensional discrete-time model including the past values

of the system output and the past values of its input. Using the discrete-time model

approach, the stochastic optimal control problem of an NCS with network-induced

delays which are shorter than a sampling period h in [95] or longer than h in [49] is

addressed. The main difficulty of this approach is in the modeling and design com-

plexity when the plant receives more than one control input in a sampling interval.

Switched System Approach

Using this approach, an NCS is first formulated as a discrete-time switched system

under some ideal assumptions, then the problems of stability analysis and controller

design for an NCS can be reduced to the corresponding ones for the switched sys-

tem. As pointed out in [50], the disadvantage of this approach is that the controller

is required to work at a higher frequency than the sampling frequency. In [78] and

[79], an NCS is transformed into a sampled-data model with an equally divided

sampling period T = h/N , where h is the sampling period and N is the number

of division; by choosing the network-induced delay τ = dT with a changing integer

d, an arbitrary switch model is established to describe the NCS. The stability and

disturbance attenuation property of an NCS with both network-induced delays and

packet dropouts in time average sense [78] or bounded absolutely [79] are analyzed.

In [159], an NCS is modeled as a switch system with four subsystems which describe

four cases that whether packet dropouts occur in the sensor-to-controller channel

and the controller-to-actuator channel. Then some criteria for output feedback sta-

bilization of the switch system are derived by using a piecewise Lyapunov functional

approach and an average dwell time method.
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Model-based System Approach

In a model-based NCS, an explicit model of a controlled plant is employed to provide

a state estimate of the plant between transmission times. The transmission time

is assumed to be constant in [87] and Markov chain-driven or identically indepen-

dently distributed in [88]. In [87] and [88], the controlled plant is a linear system

and only a sensor-to-controller channel model-based NCS (that is, the controller

and the actuator are cascaded together) is considered. When the plant is nonlinear

and connected with a given dynamic controller via the sensor-to-controller channel

and the controller-to-actuator channel, a network protocol is presented to search for

the maximum allowable transfer interval (MATI) in consideration of time-varying

communication delays and possibility of packet dropouts in [101]. However, it is

difficult to design the controller for a two-channel model-based NCS because of the

asynchronous inputs of the plant and the controller, which is caused by network-

induced delays and packet dropouts in the controller-to-actuator channel.

Stochastic System Approach

The most important feature of this approach is that network-induced delays or

packet dropouts in an NCS are characterized by two types of stochastic models: a

Markov statistic process model and a Bernoulli random binary distribution mod-

el. For example, network-induced delays in both the sensor-to-controller channel

and the controller-to-actuator channel are modeled to be two homogeneous Markov

chains in [154]. In [112], packet dropouts are modeled to be a simple two-state

Markov process. Other Markov process modeling can be found in [50], [116], [143],

[144] and so on. In [147], both the sensor-to-controller delays and the controller-to-

actuator delays are described by linear functions of stochastic variables satisfying a

Bernoulli random binary distribution. Similarly, packet dropouts in two channels

are assumed to obey Bernoulli distribution in [140]. Although Markov statistic pro-

cess and Bernoulli distribution are two attractive modeling methods, it is complex
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to characterize network-induced delays and packet dropouts simultaneously. And a

prior probability distribution is necessary in [50], [140], [143], [144] and [154].

Time-varying Delay System Approach

The fundamental idea of this approach is to formulate an NCS as a system with an

interval time-varying sawtooth delay induced by sample-and-hold behaviors, packet

dropouts and network-induced delays. The sawtooth delay is on some time inter-

vals between updating instants which consist of available sampling instants (packet

dropouts can be considered as variations in the sampling intervals or delays) and

network-induced delays, see details in [28], [29], [54], [56], [58], [91], [125], [137],

[149] and [157]. This approach can easily capture many features in an NCS such

as sampling, quantization, network-induced delays and packet dropouts. More-

over, this approach is able to incorporate network-induced delays which larger than

the sampling interval without increasing modeling complexity. Furthermore, it is

not difficult to use a Lyapunov-Krasovskii functional method to derive some delay-

dependent criteria for stability analysis and controller design of an NCS. Notice that

less conservative criteria can be used to achieve a better maximum allowable delay

bound (MADB) of an NCS. So it is important to reduce the conservatism of the

delay-dependent criteria [29], [46], [56]. Recently, in [90] and [91], a time-varying

delay impulsive system is employed to describe an NCS and a modified Lyapunov-

Krasovskii functional is proposed to derive some less conservative stability criteria.

Besides the above-mentioned modeling methods of an NCS, there are some other

modeling methods such as a sampling NCS model [92], [103] and a master-to-slave

NCS model [109], [111]. In these NCS modeling methods, network-induced delays

and packet dropouts, which have an effect on the stability and system performance

of an NCS, are two essential issues. Based on different NCS models, there are a

large number of results available on stability and stabilization but a few results on

network-based output tracking control.



1.2. Network-based output tracking control 7

1.2 Network-based output tracking control

Network-based output tracking control has gained an increasing interest in recent

years, see for example, [15], [28], [37], [54], [133], [137], [139], [148] and [150]. The

defining feature of a network-based tracking control system is that a physical plant

and a tracking controller are distributed and they exchange data through a commu-

nication network. The use of the network in a tracking control system makes system

modeling, stability analysis and controller design more complex. Due to the intro-

duction of the network, network-induced delays are inevitable and some packets may

be dropped. To achieve a stable and satisfactory tracking control, it is significant to

investigate the effect of network-induced delays and/or packet dropouts on system

stability and tracking performance.

Taking network-induced delays and/or packet dropouts into account, several

tracking control approaches have been proposed to deal with the problems of network-

based output tracking control for both linear and nonlinear systems. For example, in

[15] and [133], an NCS with uncertain, time-varying samplings and network-induced

delays is transformed into a tracking error system with an external input caused by

a feedforward signal mismatch, then the input-to-state stability property of the track-

ing error system is analyzed to ensure with a prescribed tracking error; the linear

quadratic optimal approach is applied to study the optimal tracking control for an

NCS with across erasure communication links in [37] and the quantized tracking

control for a discrete-time NCS in [150], respectively; in [148], a discrete-time wire-

less NCS is represented by a Markov jump system by using Markov chains to model

communication delays and packet dropouts, then the network-based H2 output track-

ing control is considered; in [28], [54], [137] and [139], under the consideration of

network-induced delays and packet dropouts, an NCS is modeled as a system with

an interval time-varying delay and the network-based H∞ output tracking control is

investigated.
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In the literature [15], [28], [37], [54], [133], [137], [139], [148], [150], it is usually

thought that the presence of a network-induced delay in the feedback control loop

can degrade tracking performance or even cause system instability. However, the

positive effect of a network-induced delay on network-based output tracking control

has not been investigated. Moreover, the existing works [15], [28], [37], [133], [137],

[139], [148] and [150] have largely been focused on network-based state feedback

tracking control for linear systems where all the states are measurable. But there

has been little work on network-based output tracking control for a system with

some unmeasurable states. Furthermore, only a state feedback tracking controller is

considered in the aforementioned results. Using a state feedback controller, a two-

channel NCS is equivalent to a sensor-to-actuator channel NCS without affecting the

system stability and performance, where the two-channel NCS means the NCS where

a controlled plant and a controller are interconnected via the sensor-to-controller

channel and the controller-to-actuator channel. However, this is not the case for

an observer-based controller. It is interesting to dig out the difference in modeling,

stability analysis and controller design of a network-based tracking control system

between state feedback tracking control and observer-based tracking control.

On the other hand, many practical systems are nonlinear and Takagi-Sugeno

(T-S) fuzzy models can be employed to represent a class of nonlinear systems on a

compact region, which demands study on network-based output tracking control for

T-S fuzzy systems. Recently, without using the knowledge of membership functions,

a network-based fuzzy output tracking controller has been designed in [54]; however,

the control design method provides a fuzzy state feedback controller with a same

control gain for different fuzzy control rules, which means that only a network-based

linear controller is developed, see [93]. It is obviously conservative to employ a linear

controller to perform the network-based output tracking control for a nonlinear sys-

tem via a T-S fuzzy model. Notice that less conservative delay-dependent criteria for
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H∞ tracking performance analysis and controller design can provide an appropriate

tradeoff between the maximum allowable delay and the minimum H∞ tracking per-

formance. It is necessary to develop some less conservative results on network-based

output tracking control for a system, especially for a T-S fuzzy system.

From the above discussion, one can conclude that the following research problems

need to be solved.

• Does a network-induced delay have a positive effect on network-based output

tracking control? If yes, how to use the network-induced delay to produce a

stable and satisfactory tracking control?

• How to design a network-based output tracking controller for a system with

some unmeasurable states?

• What kind of difference does there exist in modeling, stability analysis and

controller design of a network-based tracking control system between state

feedback tracking control and observer-based tracking control?

• How to design a network-based nonlinear fuzzy tracking controller for a T-S

fuzzy system by using the knowledge of fuzzy membership functions?

• How to achieve a less conservative delay-dependent criterion for H∞ tracking

performance analysis and controller design?

We will solve the above problems in Chapter 2, 3, 4, 5 and 6 of this dissertation,

respectively.

1.3 Significance of this research

From a practical point of view, network-based output tracking control has been

applied in many industrial and military systems such as DC motors [17], space-

crafts [59] and unmanned vehicles [112], and it has extensive potential applications
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in space and terrestrial exploration, access in hazardous environments, domestic

robots, experimental facilities, manufacturing plants and so on. Compared with a

traditional tracking control system, one important advantage of a network-based

tracking control system is that the insertion of a communication network between a

physical plant and a tracking controller enables a remote execution of tracking con-

trol. Meanwhile, the use of the network in the feedback control system can effectively

reduce the system complexity, and increase the system flexibility and reliability with

nominal economical investments. More specifically, control and feedback data are

exchanged among the system’s components (sensors, actuators, controllers, etc.) in

the form of digital signals through a communication network. Digital signals can

be easily integrated and have strong protection against a variety of noise sources.

Since a digital cable can carry multiple signals on a signal channel, the amoun-

t of cabling can be reduced dramatically. On the other hand, the application of

the network in the feedback control loop imposes communication delays or possi-

bility of packet dropouts, which must be considered in system modeling, tracking

performance analysis and tracking control design. To date there have been more

NCS experimental platforms for simulation of network-based tracking control. For

example, an experimental result on network-based tracking control of a unicycle-

type mobile robot with the effect of network-induced delays is demonstrated in [2],

where the tracking controller is implemented in such a way that the robot located at

the Eindhoven University of Technology in The Netherlands is controlled from the

Tokyo Metropolitan University in Japan and viceversa. To sum up, advances in the

existing and potential industrial applications, the advantages arising from an NCS,

and some challenging issues such as network-induced delays and packet dropouts

provide some general motivations of the present study.

From a theoretical point of view, in this dissertation, we will propose some

solutions to the problems mentioned at the end of Section 1.2.
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This dissertation will investigate the positive effect of a network-induced delay

on network-based output tracking control for a system that can not be stabilized by a

non-delayed static output feedback controller, but can be stabilized by a delayed static

output feedback controller. To the best of the author’s knowledge, this is the first

time to investigate the positive effect of network-induced delay on tracking control

performance and the proposed idea can be considered a unique contribution to the

field. It is a common view that the presence of a network-induced delay in the feed-

back control loop will cause system instability and performance degradation. For

the system under consideration, we take a different and novel view and we inves-

tigate whether the network-induced delay has a positive effect on system stability

and tracking control performance. Such a class of systems encountered in engineer-

ing are a damped harmonic oscillator, a structural system, an internal combustion

engine and so on, see [1], [34], [84], [132]. For these systems, ignoring the network

connection, and cascading the systems and static output feedback controllers to-

gether, it is impossible to ensure a stable tracking control; however, by intentionally

inserting a network between the systems and static output feedback controllers,

network-induced delays are purposefully produced in the feedback control loop to

achieve a stable and satisfactory tracking control. Notice that a simple Lyapunov-

Krasovskii functional can not be employed for H∞ tracking performance analysis

of the considered system since it requires that the system can be stabilized by a

non-delayed controller. Instead, in this dissertation, a new discontinuous complete

Lyapunov-Krasovskii functional will be constructed to derive some delay-dependent

H∞ tracking performance criteria.

This dissertation will propose some network-based output tracking control strate-

gies for a system with some unmeasurable states. In most results on network-based

output tracking control [15], [28], [37], [133], [137], [139], [148] and [150], the sys-

tem states are assumed to be completely measurable. However, in many practical



12 Chapter 1. Introduction

situations, it is physically difficult to measure all state variables of a system due

to economical or technical reasons. When not all the state variables are available

for direct measurement, two feasible alternative ways to perform the network-based

output tracking control are using an output feedback tracking controller and an

observer-based tracking controller. Compared with a dynamic output feedback

controller, a static output feedback controller can be implemented with low cost.

Network-based static output feedback tracking control and observer-based tracking

control will be considered in this dissertation.

This dissertation will discuss the difference in modeling, stability analysis and

controller design of a network-based tracking control system between state (or static

output) feedback tracking control and observer-based tracking control. Notice that

for time-invariant controllers such as a state feedback controller and a static output

feedback controller, a two-channel NCS is equivalent to a sensor-to-actuator channel

NCS without affecting the system stability and tracking performance. However, this

is not the case for an observer-based controller. When the network-based output

tracking control is performed by an observer-based controller, as a result of network-

induced delays and packet dropouts in the controller-to-actuator channel, the inputs

of the controlled plant and the observer-based controller are updated asynchronously

at different time instants and with different frequencies. Such an asynchronous

characteristic will be considered in the network-based output tracking control via

an observer-based controller.

This dissertation will propose some design methods of a network-based nonlin-

ear fuzzy tracking controller for T-S fuzzy systems by taking into consideration the

knowledge of membership functions. In the references [15], [28], [37], [133], [137],

[139], [148] and [150], the controlled plant is a linear system. However, many phys-

ical plants in practice are inherently nonlinear and network-based tracking control

for a nonlinear system is more difficult than the one of a linear system. Since a
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T-S fuzzy model can efficiently represent a class of nonlinear dynamic systems on

a compact region [100], [124], many researchers devote themselves to dealing with

a network-based control problem for a T-S fuzzy system. For example, network-

based guaranteed cost control [156], stabilization [57], [98], H∞ control [128], [157]

and output tracking control [54] for a T-S fuzzy system have recently been stud-

ied. However, there are some limitations in these references. In [57], [98] and [156],

the network-based fuzzy controllers, which depend on available sampled-data mea-

surement of feedback states and continuous measurement of premise variables, are

clearly not able to applied in practice since the premise variables of the controllers

can not be continuously measured due to sampling behaviors and data transmission.

Using a network-based fuzzy controller associated with sampled-data measurement

of both feedback states and premise variables, the resulting system is represented

by an asynchronous T-S fuzzy system in [54], [128] and [157]. In [128] and [157],

some routine relaxation methods in [66], [80] and [122] for a traditional T-S fuzzy

system are used to analyze the H∞ performance and design the fuzzy controller for

an asynchronous T-S fuzzy system, which is technically wrong, see the comment pa-

per [65]. Without using these relaxation methods, the network-based fuzzy tracking

controller designed by using the method in [54] has a same control gain for different

fuzzy control rules. In other words, only a linear controller for a T-S fuzzy system

can be developed by using the design method in [54], which is conservative, see [93].

Consequently, designing a network-based nonlinear fuzzy tracking controller for a

T-S fuzzy system is still an open problem to be solved. It should be noted that the

knowledge of fuzzy membership functions is not considered in the literature [54],

[57], [98], [128], [156] and [157]. In this dissertation, we will propose some new de-

sign methods of a network-based fuzzy tracking controller by using the knowledge

of membership functions.

Some less conservative delay-dependent criteria for H∞ tracking performance
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analysis and control design methods will be established in this dissertation. Some

useful additional information like the piecewise-linear time-varying delay informa-

tion and the knowledge of membership functions is fully utilized in the derivation of a

delay-dependent criterion. Notice that a delay-dependent criterion for the existence

of a controller for an NCS are expressed in terms of nonlinear matrix inequalities

(both in output feedback and state feedback cases). To establish an LMI-based

design result, it is inevitable to introduce some linearization techniques, such as

equality or inequality constraints and iterative algorithms, which bring some con-

servatism. Instead of using the routine linearization techniques, in this dissertation,

a particle swarm optimization algorithm will be proposed to search for the minimum

H∞ tracking performance and the corresponding control gain.

1.4 Organization of this dissertation

This dissertation is concerned with the network-based output tracking control for

continuous-time systems. The systems are classified as Case I: the systems can

be stabilized by non-delayed static output feedback controllers; and Case II: the

systems can not be stabilized by non-delayed static output feedback controllers, but

can be stabilized by delayed static output feedback controllers. More specifically,

Case I: For linear systems, network-based output tracking control via state feedback

controllers and observer-based controllers, respectively, is considered; for nonlinear

systems described by T-S fuzzy models, network-based output tracking control via

fuzzy state feedback controllers is studied. Case II: For both linear systems and

nonlinear systems described by T-S fuzzy models, network-based output tracking

control via static output feedback controllers are considered. This dissertation is

organized as follows:

• Chapter 2: This chapter deals with network-based state feedback tracking

control for a linear system. Some less conservative delay-dependent criteria for
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H∞ tracking performance analysis and tracking controller design are derived

by using a new discontinuous simple Lyapunov-Krasovskii functional and a

generalized Jensen integral inequality. Two examples are provided to compare

the conservatism between the obtained criteria and some existing ones.

• Chapter 3: This chapter considers network-based output tracking control

for a linear system via an observer-based controller. The update inputs of the

linear system and the observer-based tracking controller are asynchronous due

to network-induced delays and packet dropouts in the controller-to-actuator

channel. Taking into consideration the asynchronous inputs, the network-

based tracking control system is modeled as a system with two different in-

terval time-varying delays. By using a simple Lyapunov-Krasovskii functional

including both the lower and upper bounds of two interval delays, a new delay-

dependent criterion is derived such that the resulting system is exponentially

stable with a prescribed H∞ tracking performance. The observer-based track-

ing controller design is converted into a particle swarm optimization algorithm.

• Chapter 4: This chapter considers network-based fuzzy state feedback track-

ing control for a nonlinear system in a T-S fuzzy model. Using a network-

based fuzzy controller that depends on available sampled-data of both premise

variables and feedback states, the closed-loop system is described by an asyn-

chronous T-S fuzzy system with an interval time-varying delay. Since a routine

relaxation method for stability analysis and controller design of a traditional

T-S fuzzy system does not work for the asynchronous fuzzy system, a new re-

laxation method is proposed by utilizing asynchronous constraints on member-

ship functions to introduce some free-weighting matrices. Using the proposed

relaxation method and a simple discontinuous Lyapunov-Krasovskii function-

al, some new delay-dependent criteria for H∞ tracking performance analysis

and controller design are established in terms of linear matrix inequalities.
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• Chapter 5: This chapter investigates the positive effect of a network-induced

delay on network-based output tracking control for a linear system that can

not be stabilized by a non-delayed static output feedback controller, but can be

stabilized by a delayed static output feedback controller. A delay-dependent

H∞ tracking performance criterion is derived by using a new discontinuous

complete Lyapunov-Krasovskii functional. By applying a particle swarm opti-

mization technique with the feasibility of the criterion, a novel tracking control

design algorithm is proposed to search for the minimum H∞ tracking perfor-

mance and the corresponding control gain.

• Chapter 6: This chapter investigates the positive effect of a network-induced

delay on network-based output tracking control for a nonlinear system that can

not be stabilized by a non-delayed fuzzy static output feedback controller, but

can be stabilized by a delayed fuzzy static output feedback controller. For such

a system, we purposefully introduce a network-induced delay in the feedback

control loop to produce a stable and satisfactory tracking control. New delay-

dependent criteria on H∞ tracking performance analysis are derived by using a

discontinuous complete Lyapunov-Krasovskii functional and the asynchronous

constraints on fuzzy membership functions. A particle swarm optimization

algorithm is proposed to search for the minimum H∞ tracking performance

and corresponding output feedback gains.

• Chapter 7: In this chapter, we give some concluding remarks and directions

for future research work.

1.5 Contributions of this dissertation

The contributions of this dissertation are that
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• The positive effect of a network-induced delay on network-based

output tracking control is investigated for the system that can not be stabi-

lized by a non-delayed static output feedback controller, but can be stabilized

by a delayed static output feedback controller. By intentionally inserting a

communication network between such a system and a static output feedback

controller, a network-induced delay is purposefully produced in the feedback

control loop to achieve a stable and satisfactory tracking control.

• A new discontinuous complete Lyapunov-Krasovskii functional, which

makes use of the lower bound of the network-induced delay, the sawtooth time-

varying delay and its upper bound, is constructed to derive a delay-dependent

criterion for H∞ tracking performance analysis. The obtained criterion is of

less conservatism since the derivation involves the coupling property between

the present state and the past state, the division of a delay interval and the

inherent piecewise-linear time-varying delay information.

• A novel design algorithm of static output feedback controller is pro-

posed by applying a particle swarm optimization technique with the feasibility

of an LMI-based criterion on H∞ tracking performance analysis, which can ef-

fectively avoid regular linearization techniques such as equality or inequality

constraints and iterative algorithms in delay-dependent control design.

• A new NCS model of observer-based tracking control is established by

a system with two different interval time-varying sawtooth delays, which differs

from some existing NCS model of state feedback tracking control described by

a system with an interval time-varying delay. The different effect of network-

induced delays and packet dropouts in the sensor-to-controller channel and the

controller-to-actuator channel on modeling, stability analysis and controller

design of a network-based tracking control system is dug out.
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• A new relaxation method of an asynchronous T-S fuzzy system is

proposed by utilizing asynchronous constraints on fuzzy membership functions

to introduce some free-weighting matrices. Using a network-based fuzzy con-

troller that depends on available sampled-data measurement of both premise

variable and feedback state (or output), the network-based T-S fuzzy system is

equivalent to an asynchronous T-S fuzzy system with an interval time-varying

sawtooth delay. Since a routine relaxation method for a traditional fuzzy sys-

tem can not be used to analyze H∞ tracking performance for the asynchronous

fuzzy system, a new relaxation method is proposed by using asynchronous con-

straints on membership functions. The proposed method can not only reduce

the conservatism of the delay-dependent criteria for H∞ tracking performance

analysis, but also allow the existence of a network-based nonlinear fuzzy con-

troller with different control gains for different fuzzy control rules, which can

ensure a better H∞ tracking performance.
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Chapter 2

Network-based state feedback
tracking control for linear systems

2.1 Introduction

Network-based output tracking control is to drive the output of a physical plant,

via a network-based feedback controller, to track the output of a reference model as

close as possible. A typical configuration of a network-based tracking control system

is shown in Figure 2.1. Consider the following physical plant
ẋ(t) = Ax(t) +Bu(t) + Eω(t)
y(t) = Cx(t) +Du(t)
x(t0) = x0

(2.1)

where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rl are the state, the control input and the

output, respectively; ω(t) ∈ Rv is the external disturbance and ω(t) ∈ L2[t0,∞);

x(t0)=x0 is the initial state; and A, B, C, D and E are some constant matrices of

appropriate dimensions.

The reference model is described by
ẋr(t) = Arxr(t) +Brr(t)
yr(t) = Crxr(t)
xr(t0) = xr0

(2.2)

where xr(t)∈Rn̄, r(t)∈Rv̄ and yr(t)∈Rl are the state, the energy bounded input

and the output, respectively; xr(t0)=xr0 is the initial state; Ar, Br and Cr are given

constant matrices of appropriate dimensions, and Ar is a Hurwitz matrix.
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Figure 2.1: A two-channel network-based tracking control system
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Figure 2.2: A one-channel network-based tracking control system

In this chapter, the network-based output tracking control is performed by a

state feedback controller of the form u(t) = F1x(t) + F2xr(t), where F1 and F2 are

the control gains to be determined. For a time-invariant state feedback controller,

the two-channel network-based control system (NCS) in Figure 2.1 is equivalent to

a one-channel NCS in Figure 2.2 without affecting the stability of the corresponding

closed-loop system, see [46] and [153]. The sampled-data of feedback states x(jh)

and xr(jh) (∀j ∈ N) are transmitted to the controller via a communication network,

where h is the sampling period. After receiving available state measurement, the

controller computes and sends a control signal to the actuator through the network.

The control signal u(ikh) is received by the actuator at the time instant ikh+τk,

where ik (∀k ∈ N) are some nonnegative integers which indicate the control signals

that successfully update the actuator, {i1, i2, i3, ..., } ⊂ {0, 1, 2, ..., }, k is the serial

number of the updating instants at the actuator, τk = τ sck +τ cak , τ sck (∀k ∈ N) are
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the sensor-to-controller delays associated with the sampled-data of feedback states

x(ikh) and xr(ikh) (∀k ∈ N), and τ cak (∀k ∈ N) are the controller-to-actuator delays

associated with the control signals u(ikh) (∀k ∈ N). The actuator holds the control

signal u(ikh) to input the plant (2.1) until an updated control signal is received.

Then we obtain the following augmented system ξ̇(t)= Āξ(t)+B̄F̄ ξ(t−τ(t))+Ēω̄(t)
e(t)= C̄ξ(t) +DF̄ξ(t−τ(t))
τ(t)= t−ikh, t ∈ [ikh+τk, ik+1h+τk+1), ∀k ∈ N

(2.3)

where

Ā=

[
A 0
0 Ar

]
, B̄=

[
B
0

]
, Ē=

[
E 0
0 Br

]
, C̄=

[
C −Cr

]
, F̄ =

[
F1 F2

]
,

e(t)=y(t)− yr(t), ξ(t) =
[
xT (t) xTr (t)

]T
, ω̄(t) =

[
ωT (t) rT (t)

]T
.

Defining τm=mink∈N{τk} and τM =maxk∈N{(ik+1−ik)h+τk+1}, we have

0 < τm ≤ τ(t) ≤ τM , t ∈ [ikh+ τk, ik+1h+ τk+1). (2.4)

In particular, choosing τk = ηk and ikh + τk = tk, the system (2.3) reduces to the

augmented system in [28]. For the system (2.3), the initial condition is supplemented

as ξ(t)=ϕ(t), t ∈ [t0−τM , t0], where ϕ(t) is a continuous function on [t0−τM , t0]

and ϕ(t0)=[xT0 x
T
r0]

T ; and the following H∞ tracking performance is chosen∫ tf

t0

eT (t)Ue(t)dt ≤ V (t0) + γ2
∫ tf

t0

ω̄T (t)ω̄(t)dt (2.5)

where tf is the terminal time, γ > 0 is the desired tracking performance level, U >0

is the weighting matrix, and V (t0) is the energy function of initial states.

To achieve the objective of network-based output tracking control, a network-

based state feedback tracking controller is designed such that the system (2.3) is

asymptotically stable with a prescribed H∞ tracking performance. There are some

available delay-dependent criteria which can judge whether the system (2.3) has a

prescribed H∞ tracking performance, see [28] and [139]. It is shown that less con-

servative criteria for H∞ tracking performance analysis and controller design can
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provide an appropriate tradeoff between the maximum allowable delay and the min-

imum H∞ tracking performance for an NCS. Usually, one chooses the H∞ tracking

performance index γ (or the upper delay bound τM) to show the conservatism of

the derived the delay-dependent criteria. For given values of τm and τM (or γ),

the smaller the H∞ tracking performance γ (or the larger the delay bound τM)

is, the less conservative the criteria are. In [28] and [139], the procedure of esti-

mating the integral terms in deriving the criteria by using a Lyapunov-Krasovskii

functional (LKF) brings some conservatism. More specifically, in [28], the term

−
∫ t−τm
t−τM

η̇T (s)Rη̇(s)ds is enlarged to −
∫ t−τm
t−τ(t)

η̇T (s)Rη̇(s)ds; in [139], some useful

terms −(τM − τ(t))
∫ t−τm
t−τ(t)

η̇T (s)Rη̇(s)ds and −(τ(t) − τm)
∫ t−τ(t)

t−τM
η̇T (s)Rη̇(s)ds are

omitted. On the other hand, in [28] and [139], the inherent piecewise-linear time-

varying delay information τ̇(t)=1 on [ikh+ τk, ik+1h+ τk+1) (∀k ∈ N) is not consid-

ered in the derivation. Recently, a generalized Jensen integral inequality combining

the convex delay analysis approach is proposed in [158] to estimate some relat-

ed integral terms appearing in the derivative of the chosen LKF. The gerneralized

Jensen integral inequality facilitates to fully use the integral terms and introduce

some free-weighting matrices to reduce the conservatism. Moreover, the choice of

an appropriate LKF is crucial for deriving less conservative delay-dependent H∞

performance criteria. In this chapter, we will construct the following discontinuous

LKF, which makes use of the sawtooth delay τ(t) and its lower and upper bounds,

V (t) = ξT (t)Pξ(t) +

∫ 0

−τm

ξT (t+ s)Q1ξ(t+ s)ds+

∫ 0

−τM

ξT (t+ s)Q2ξ(t+ s)ds

+ τm

∫ 0

−τm

∫ 0

s

ξ̇T (t+ θ)R1ξ̇(t+ θ)dθds+

∫ −τm

−τM

∫ 0

s

ξ̇T (t+ θ)R2ξ̇(t+ θ)dθds

+ (τM−τ(t))
∫ 0

−τ̄(t)

ξ̇T (t+ θ)R3ξ̇(t+ θ)dθ + (τM−τ(t))χT (t)R4χ(t) (2.6)

where P > 0, Qi > 0 (i = 1, 2) and Ri > 0 (i = 1, 2, 3, 4), χ(t) = x(t)−x(t − τ̄(t)),

τ̄(t)=τ(t)−τk and τ(t)= t−ikh for t ∈ [ikh+ τk, ik+1h+ τk+1), ∀k∈N.

Using the LKF candidate (2.6) and the generalized Jensen integral inequality
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in [158], we will derive some less conservative criteria for H∞ tracking performance

analysis and controller design. Two examples will be given to show that the derived

criteria are less conservative than the existing ones.

To end this section, we introduce two lemmas.

Lemma 2.1. There exist some positive scalars εi > 0 (i = 1, 2) and a functional

V (t, ξt(θ), ξ̇t(θ)) : R× Rn × Rn→R such that

ε1∥ξ(t)∥2 ≤ V (t, ξt(θ), ξ̇t(θ)) ≤ ε2∥ξt∥2W (2.7)

where ξt(θ) = ξ(t+θ) and ξ̇t(θ) = ξ̇(t+θ), ∀θ∈ [−τM , 0], and the space of functions

ξt(θ) and ξ̇t(θ) is denoted by W with the norm

∥ξt∥W = sup
θ∈[−τM , 0]

{∥ξt(θ)∥, ∥ξ̇t(θ)∥}.

Let the functional V (t) = V (t, ξt(θ), ξ̇t(θ)) be absolutely continuous for t ̸= ikh+τk

and satisfy

V (ikh+τk) ≤ lim
t→(ikh+τk)−

V (t), ∀k ∈ N (2.8)

where limt→(ikh+τk)− V (t) is a limit taken from the left, t ∈ [ik−1h+τk−1, ikh+τk).

Define V̇ (t)=lim sup
δ→0

1

δ
[V (t+ δ)−V (t)], where V (t+δ)=V (t+δ, ξt+δ(θ), ξ̇t+δ(θ)).

Then

(i) the system (2.3) with ω̄(t)=0 is asymptotically stable if there exists an ε3>0

such that the derivative of V (t) along (2.3) with ω̄(t)=0 satisfies

V̇ (t) ≤ −ε3∥ξ(t)∥2 (2.9)

for t ∈ [ikh+τk, ik+1h+τk+1), ∀k ∈ N.

(ii) the H∞ tracking performance (2.5) can be ensured for all nonzero ω̄(t) ∈

L2[t0,∞) if along (2.3), the following inequality holds

V̇ (t) + eT (t)Ue(t)− γ2ω̄T (t)ω̄(t) < 0 (2.10)

for t ∈ [ikh+τk, ik+1h+τk+1), ∀k ∈ N.
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Proof: (i) Considering that V (t) is absolutely continuous for t ̸= ikh+τk and

its derivative satisfies (2.9) for t ∈ [ikh+τk, ik+1h+τk+1) (∀k ∈ N), we have V (t) ≤

V (ikh+τk) for t ∈ [ikh+τk, ik+1h+τk+1), ∀k ∈ N. Using the conditions (2.7)-(2.8),

we obtain

ε1∥ξ(t)∥2 ≤V (t)≤ lim
t→(ikh+τk)−

V (t)≤· · ·≤ lim
t→(i0h+τ0)−

V (t) ≤ V (t0) ≤ ε2∥ξt∥2W, ∀k ∈ N.

Then, following the proof of Lyapunov-Krasovskii Stability Theorem in [34], we

conclude the asymptotic stability of the system (2.3) with ω̄(t)=0 for t ∈ [t0,∞).

(ii) For t ∈ [ikh+τk, ik+1h+τk+1) (∀k ∈ N), we have∫ t

ikh+τk

eT (s)Ue(s)ds =

∫ t

ikh+τk

[
V̇ (s) + eT (s)Ue(s)− γ2ω̄T (s)ω̄(s)

]
ds

+ γ2
∫ t

ikh+τk

ω̄T (s)ω̄(s)ds+ V (ikh+τk)− V (t). (2.11)

If the inequality (2.10) holds, it follows from (2.11) that∫ t

ikh+τk

eT (s)Ue(s)ds ≤ γ2
∫ t

ikh+τk

ω̄T (s)ω̄(s)ds+ V (ikh+τk)− V (t) (2.12)

for t ∈ [ikh+τk, ik+1h+τk+1) (∀k ∈ N). Define tf = iT+1h+τT+1, where iT+1 is the

integer which indicates the last control signal received by the actuator. Notice that∪k=T
k=1 [ikh+τk, ik+1h+τk+1)=[t0, tf ) and V (t)≥ε1∥ξ(t)∥2. Then it can be seen from

(2.12) that the H∞ tracking performance (2.5) can be ensured, which completes the

proof.

The generalized Jensen integral inequality is given by the following lemma.

Lemma 2.2. [158] For any constant matrix R ∈ Rn×n, R = RT > 0, Z ∈ Rm×k, a

scalar τ > 0, a vector function ξ̇ : [0, τ ] → Rm such that the integration concerned

is well defined, let ∫ τ

0

ξ̇(β)dβ = Eψ

where E ∈ Rm×k and ψ ∈ Rk. Then∫ τ

0

ξ̇T (β)Rξ̇(β)dβ≥ψT (E TZ+ZTE −τZTR−1Z)ψ.
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2.2 A simple LKF method for tracking perfor-

mance analysis

In this section, using a simple LKF method and Lemma 2.1, we will derive a new

delay-dependent criterion such that the system (2.3) is asymptotically stable with

a prescribed H∞ tracking performance. For simplicity of presentation, let

ηT (t) = [ηT1 (t) ηT2 (t)],

ηT1 (t) = [ξT (t) ξ̇T (t) ξT (t− τ(t))],

ηT2 (t) = [ξT (t− τ̄(t)) ξT (t−τm) ξT (t−τM)],

e1 = [I 0 0 0 0 0]p×6p,

e2 = [0 I 0 0 0 0]p×6p,

e3 = [0 0 I 0 0 0]p×6p,

e4 = [0 0 0 I 0 0]p×6p,

e5 = [0 0 0 0 I 0]p×6p,

e6 = [0 0 0 0 0 I]p×6p

where ei (i = 1, 2, ..., 6) are p×6p matrices; I denotes a p × p identity matrix, the

others in ei (i= 1, 2, ..., 6) are p × p zero matrices; p is the dimension of ξ(t) and

p = n+n̄. Then the delay-dependent criterion is given by

Proposition 2.1. Given positive scalars γ, τm and τM , gain matrices F1, F2 and a

weighting matrix U > 0, the system (2.3) is asymptotically stable with a prescribed

H∞ tracking performance γ if there exist symmetric matrices P >0, Qi>0 (i=1, 2),

Ri>0 (i=1, 2, 3, 4) and matrices Si (i=1, 2, 3), Xi (i=1, 2) such that
Ω0 ∗ ∗ ∗
Γ −γ2I 0 ∗
δS1 0 −δR2 ∗
δS3 0 0 −δR3

 < 0 (2.13)

 Ω0 + δΩ1 ∗ ∗
Γ −γ2I ∗
δS2 0 −δR2

 < 0 (2.14)
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where

Ω0 =eT1 (X
T
1 Ā+ĀTX1+Q1+Q2−R1−R4+C̄

TUC̄)e1+e
T
1 (P+ĀTX2−XT

1 )e2

+ eT1X
T
1 B̄F̄ e3+e

T
1R4e4+e

T
1R1e5+e

T
2 (P−X1+X

T
2 Ā)e1+e

T
3 F̄

T B̄TX1e1

+ eT4R4e1+e
T
5R1e1+e

T
2 (τ

2
mR1+δR2−X2−XT

2 )e2+e
T
2X

T
2 B̄F̄ e3

+ eT3 F̄
T B̄TX2e2−eT4R4e4−eT5 (Q1+R1)e5−eT6Q2e6+(e5− e3)

TS1

+ ST
1 (e5− e3)+S

T
2 (e3− e6)+(e3−e6)TS2+S

T
3 (e1−e4)+(e1−e4)TS3,

Ω1 =eT1R4e2+e
T
2R4e1+e

T
2R3e2−eT2R4e4−eT4R4e2,

Γ =ĒTX1e1+Ē
TX2e2, δ = τM − τm.

Proof: First, we show that the LKF (2.6) satisfies the condition (2.7) for P >0,

Qi > 0 (i= 1, 2) and Ri > 0 (i= 1, 2, 3, 4). It is clear to see that V (t)≥ λik∥ξ(t)∥2

for t ∈ [ikh+τk, ik+1h+τk+1), where λik > 0 (∀k ∈ N). Notice that
∪∞

k=0[ikh+

τk, ik+1h+τk+1)=[t0,∞). Then we have V (t)≥ε1∥ξ(t)∥2 for t ∈ [iTh+τT ,∞), where

ε1 =
∑k=T

k=1 {λik} > 0. For P >0, Qi>0 (i=1, 2) and Ri>0 (i=1, 2, 3, 4), we have

V (t) ≤∥ξ(t)∥2λmax(P )+

∫ 0

−τm

∥ξt(s)∥2dsλmax(Q1)+

∫ 0

−τM

∥ξt(s)∥2dsλmax(Q2)

+τ 2m

∫ 0

−τm

∥ξ̇t(θ)∥2dθλmax(R1)+(τM−τm)
∫ 0

−τM

∥ξ̇t(θ)∥2dθλmax(R2)

+(τM−τm)2
∫ 0

−τM

∥ξ̇t(θ)∥2dθλmax(R3)+(τM−τm)2
∫ 0

−τM

∥ξ̇t(θ)∥2dθλmax(R4)

≤κ1 max
θ∈[−τM , 0]

∥ξt(θ)∥2+κ2 max
θ∈[−τM , 0]

∥ξ̇t(θ)∥2 (2.15)

where

κ1 =λmax(P )+τmλmax(Q1)+τMλmax(Q2),

κ2 =τ
3
mλmax(R1)+τM(τM−τm)λmax(R2) + (τM−τm)3[λmax(R3)+λmax(R4)].

Second, we show that the LKF (2.6) satisfies the condition (2.8) for P >0, Qi>0

(i= 1, 2) and Ri > 0 (i= 1, 2, 3, 4). In the LKF (2.6), R3, R4-dependent terms are

discontinuous at the updating instant ikh+τk and do not increase along ikh+τk since
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they are non-negative before ikh+τk and become zero just after ikh+τk (∀k ∈N);

the other terms are continuous on [t0, ∞). Thus, we obtain the condition (2.8).

Third, we consider the asymptotic stability for the system (2.3) with ω̄(t) = 0.

Taking the derivative of the LKF (2.6) along the trajectory of the system (2.3) with

ω̄(t)=0, we have

V̇ (t)= ηT (t)[eT1 (Q1+Q2−R1−R4)e1+e
T
1 Pe2+(τM−τ(t))(eT1R4e2+e

T
2R4e1)]η(t)

+ ηT (t)[eT1R4e4+e
T
1R1e5+e

T
2 Pe1+e

T
4R4e1+e

T
5R1e1+e

T
2 (τ

2
mR1+δR2)e2]η(t)

− ηT (t)[eT4R4e4+e
T
5 (R1+Q1)e5+e

T
6Q2e6η(t)−(τM−τ(t))eT2R3e2]η(t)

− ηT (t)[(τM−τ(t))(eT2R4e4+e
T
4R4e2)]η(t)− τm

∫ t

t−τm

ξ̇T (s)R1ξ̇(s)ds

−
∫ t−τm

t−τ(t)

ξ̇T (s)R2ξ̇(s)ds−
∫ t−τ(t)

t−τM

ξ̇T (s)R2ξ̇(s)ds−
∫ t

t−τ̄(t)

ξ̇T (s)R3ξ̇(s)ds

+ 2ηT (t)(eT1X
T
1 +e

T
2X

T
2 )(Āe1+B̄F̄ e3−e2)η(t) (2.16)

for t ∈ [ikh+ τk, ik+1h+ τk+1), ∀k ∈ N.

Using Jensen integral inequality, we obtain

−τm
∫ t

t−τm

ξ̇T (s)R1ξ̇(s)ds ≤ −ηT (t)(e1−e5)TR1(e1−e5)η(t). (2.17)

Applying Lemma 2.2 with E =e5−e3, ψ=η(t) and Z=S1 to −
∫ t−τm
t−τ(t)

ξ̇T (s)R2ξ̇(s)ds

yields

−
∫ t−τm

t−τ(t)

ξ̇T (s)R2ξ̇(s)ds

≤ ηT (t)
[
(e5−e3)TS1+S

T
1 (e5−e3)

]
η(t) + (τ(t)−τm)ηT (t)ST

1 R
−1
2 S1η(t). (2.18)

Similarly, the following inequalities hold

−
∫ t−τ(t)

t−τM

ξ̇T (s)R2ξ̇(s)ds

≤ ηT (t)
[
(e3−e6)TS2+S

T
2 (e3−e6)

]
η(t) + (τM−τ(t))ηT (t)ST

2 R
−1
2 S2η(t) (2.19)

−
∫ t

t−τ̄(t)

ξ̇T (s)R3ξ̇(s)ds

≤ ηT (t)
[
(e1−e4)TS3+S

T
3 (e1−e4)

]
η(t) + (τ(t)−τm)ηT (t)ST

3 R
−1
3 S3η(t). (2.20)
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Then it follows from (2.16)-(2.20) that

V̇ (t) ≤ ηT (t)Ω0(t)η(t) (2.21)

for t ∈ [ikh+ τk, ik+1h+ τk+1), ∀k ∈ N, where

Ω0(t)=Ω1(t)+Ω2(t)+Ω0,

Ω1(t)=(τM−τ(t))(ST
2 R

−1
2 S2+Ω1),

Ω2(t)=(τ(t)−τm)(ST
1 R

−1
1 S1+S

T
3 R

−1
3 S3).

Considering that Ω0(t) is a convex combination of Ω1(t) and Ω2(t) on τ(t) ∈ [τm, τM ],

we obtain (2.9) if Φi < 0 (i = 1, 2) for t ∈ [ikh+ τk, ik+1h+ τk+1), ∀k ∈ N, where

Φ1 = Ω0+Ω1(t)|τ(t)=τm ,

Φ2 = Ω0+Ω2(t)|τ(t)=τM .

Using Schur complement to the linear matrix inequalities (LMIs) (2.13)-(2.14), we

can obtain Φi < 0 (i = 1, 2). It follows that the condition (2.9) is satisfied, which

means that the system (2.3) with ω̄(t)=0 is asymptotically stable.

Lastly, we consider the H∞ tracking performance (2.5) for the system (2.3).

Taking the derivative of the LKF (2.6) along (2.3), we have

V̇ (t) ≤
[
η(t)
ω(t)

]T[
Φ̃0(t) ∗
Γ −γ2I

] [
η(t)
ω(t)

]
−eT (t)Ue(t)+γ2ωT (t)ω(t) (2.22)

for t ∈ [ikh+ τk, ik+1h+ τk+1), ∀k ∈ N, where

Φ̃0(t) = Ω0(t) + eT1 C̄
TUC̄e1.

Using the convex combination technique and Schur complement to the LMIs (2.13)-

(2.14), we have [
Φ̃0(t) ∗
Γ −γ2I

]
≤ 0. (2.23)

Then it follows from (2.22) and (2.23) that the condition (2.10) is obtained. From

Lemma 2.1, we can see that the H∞ tracking performance (2.5) is ensured for the

system (2.3), which completes the proof.
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Remark 2.1. In the proof of Proposition 2.1, we use a generalized Jensen integral

inequality to estimate integral terms−
∫ t−τm
t−τ(t)

ξ̇T (s)R2ξ̇(s)ds, −
∫ t−τ(t)

t−τM
ξ̇T (s)R2ξ̇(s)ds

and −
∫ t

t−τ̄(t)
ξ̇T (s)R3ξ̇(s)ds, which yield some quadratic terms with inversely weight

coefficients. Then the convex delay analysis approach can be employed to establish

the delay-dependent criterion. Moreover, the inherent piecewise-linear time-varying

delay information τ̇(t)=1 on [ikh + τk, ik+1h + τk+1) (∀k ∈ N) is fully used in the

derivation. Therefore, it is expected that these criteria are of less conservatism.

For comparison purpose, if the lower bound of the network-induced delay is

assumed to zero, i.e., τm=0, we can similarly obtain the following proposition.

Proposition 2.2. Given two positive scalars γ and τM , gain matrices F1, F2, and

a weighting matrix U > 0 , the system (2.3) is asymptotically stable with a prescribed

H∞ tracking performance γ if there exist symmetric matrices P >0, Q2>0, Ri>0

(i=2, 3, 4) and matrices Si (i=1, 2, 3), Xi (i=1, 2) such that
Ω0 ∗ ∗ ∗
Γ −γ2I ∗ ∗

τMS1 0 −τMR2 ∗
τMS3 0 0 −τMR3

 < 0 (2.24)

 Ω0 + τMΩ1 ∗ ∗
Γ −γ2I ∗

τMS2 0 −τMR2

 < 0 (2.25)

where

Ω0=eT1 (X
T
1 Ā+ĀTX1+Q2−R4+C̄

TUC̄)e1

+ eT1 (P−XT
1 +Ā

TX2)e2+e
T
2 (P−X1+X

T
2 Ā)e1

+ eT1X
T
1 B̄F̄ e3+e

T
1R4e4+e

T
2 (τMR2−X2−XT

2 )e2

+ eT2X
T
2 B̄F̄ e3+e

T
3 F̄

T B̄TX1e1+e
T
4R4e1

+ eT3 F̄
T B̄TX2e2−eT4R4e4−eT5Q2e5

+(e1−e3)TS1+S
T
1 (e1−e3)+ST

2 (e3−e5)

+(e3−e5)TS2+S
T
3 (e1−e4)+(e1−e4)TS3,
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e1=[I 0 0 0 0]p×5p,

e2=[0 I 0 0 0]p×5p,

e3=[0 0 I 0 0]p×5p,

e4=[0 0 0 I 0]p×5p,

e5=[0 0 0 0 I]p×5p.

Proof: The proof is similar to that of Proposition 2.1 and omitted.

2.3 State feedback tracking control design

We now establish a sufficient criterion on the existence of a network-based state

feedback tracking controller for the system (2.1)-(2.2). The criterion is given by

Proposition 2.3. Given some positive scalars γ, τm and τM , a tuning parameter

σ, and a weighting matrix U > 0, the system (2.3) is asymptotically stable with an

H∞ tracking performance if there exist symmetric matrices P̄ >0, Q̄i>0 (i=1, 2),

R̄i>0 (i=1, 2, 3, 4), and some matrices X, S̄i (i=1, 2, 3), Y such that
Ω̄0 ∗ ∗ ∗ ∗
Γ̄ −γ2I ∗ ∗ ∗
δS̄1 0 −δR̄2 ∗ ∗
δS̄3 0 0 −δR̄3 ∗
C̄Xe1 0 0 0 −U−1

 < 0 (2.26)


Ω̄0 + δΩ̄1 ∗ ∗ ∗

Γ̄ −γ2I ∗ ∗
δS̄2 0 −δR̄2 ∗
C̄Xe1 0 0 −U−1

 < 0 (2.27)

where ei (i = 1, 2, ..., 6) are given in Proposition 2.1 and

Ω̄0 =eT1 (ĀX+XT ĀT+Q̄1+Q̄2−R̄1−R̄4)e1 + eT1 (P̄−X+σXT ĀT )e2

+ eT2 (P̄−XT+σĀX)e1+e
T
1 B̄Y e3+e

T
3 Y

T B̄T e1+e
T
1 R̄4e4+e

T
4 R̄4e1

+ eT1 R̄1e5+e
T
5 R̄1e1+e

T
2 (τ

2
mR̄1−σX−σXT )e2+e

T
2 δR̄2e2+e

T
2 σB̄Y e3

+ eT3 σY
T B̄T e2−eT4 R̄4e4−eT5 (Q̄1+R̄1)e5−eT6 Q̄2e6+(e5− e3)

T S̄1

+ S̄T
1 (e5− e3)+S̄

T
2 (e3− e6)+(e3−e6)T S̄2+S̄

T
3 (e1−e4)+(e1−e4)T S̄3,
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Ω̄1 =eT1 R̄4e2+e
T
2 R̄4e1+e

T
2 R̄3e2−eT2 R̄4e4−eT4 R̄4e2, Γ̄ = ĒT e1+σĒ

T e2.

Moreover, the control gains F̄ are given by F̄ = Y X−1.

Proof: From Proposition 2.1, we can see that the system (2.3) is asymptotical-

ly stable with a prescribed H∞ tracking performance γ if the LMIs (2.13)-(2.14)

are satisfied. Pre- and post-multiplying both sides of the inequality (2.13) with

diag{∆,∆, I,X,X}T and its transpose, the inequality (2.14) with diag{∆,∆, I,X}T

and its transpose, and introducing ∆ = diag{X,X,X}, X = X−1
1 = σX−1

2 , P̄ =

XTPX, Q̄i=X
TQiX (i=1, 2), R̄i=X

TRiX (i=1, 2, 3, 4), S̄T
i =diag{∆,∆}TST

i X

(i=1, 2, 3), Y = F̄X, then we can obtain (2.26)-(2.27) by using Schur complement.

In the case τm = 0, we have the following proposition.

Proposition 2.4. Given positive scalars γ and τM , a tuning parameter σ, and a

weighting matrix U >0, the system (2.3) is asymptotically stable with an H∞ tracking

performance if there exist symmetric matrices P̄ >0, Q̄2>0, R̄i>0 (i=2, 3, 4), and

matrices X, S̄i (i=1, 2, 3), Y such that
Ω̄0 ∗ ∗ ∗ ∗
Γ̄ −γ2I ∗ ∗ ∗

τM S̄1 0 −τM R̄2 ∗ ∗
τM S̄3 0 0 −τM R̄3 ∗
C̄Xe1 0 0 0 −U−1

 < 0 (2.28)


Ω̄0 + τM Ω̄1 ∗ ∗ ∗

Γ̄ −γ2I ∗ ∗
τM S̄2 0 −τM R̄2 ∗
C̄Xe1 0 0 −U−1

 < 0 (2.29)

where ei (i=1, 2, ..., 5) are given in Proposition 2.2 and

Ω̄0 =eT1 (ĀX+XT ĀT+Q̄2−R̄4)e1+e
T
1 (σX

T ĀT−X+P̄ )e2+e
T
1 B̄Y e3+e

T
1 R̄4e4

+ eT2 (σĀX−XT+P̄ )e1+e
T
3 Y

T B̄T e1+e
T
4 R̄4e1+e

T
2 (τM R̄2−σX−σXT )e2

+ eT2 σB̄Y e3+e
T
3 σY

T B̄T e2−eT4 R̄4e4+(e1− e3)
T S̄1+ S̄T

1 (e1− e3)

+ S̄T
2 (e3− e5)−eT5 Q̄2e5+(e3−e5)T S̄2+S̄

T
3 (e1−e4)+(e1−e4)T S̄3.

Moreover, the control gains F̄ are given by F̄ = Y X−1.
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Table 2.1: Comparison of γmin between the proposed method and the one in [28]

τm(s) 0 0.05 0.10 0.15 0.20
γmin [28] 3.9018 3.1017 2.5700 2.1922 1.9103

γmin the proposed method 1.6427 1.5904 1.5369 1.4828 1.4289

2.4 Numerical examples

In this section, two examples are provided to illustrate the advantages of the derived

criteria. The first one compares the conservatism of the proposed H∞ tracking

performance criteria (Proposition 2.1 and Proposition 2.2) and those criteria in [28].

The second one shows that the network-based state feedback controller designed by

Proposition 2.3 achieves a better H∞ tracking performance than that in [28].

Example 1.1: Consider the following system matrices A, B, C, D, E, Ar, Br, Cr

and the control gains F1 and F2, which are borrowed from [28]

A =

[
0 1
−1 −2

]
, B =

[
0
1

]
, E =

[
0.2
0.1

]
,

C =
[
1 0

]
, D = 0.5, Ar = −1, Br = 1, Cr = 0.5,

F1 =
[
−1 1

]
, F2 = 1.

Choose τM = 0.43s, which implies that the maximum allowable consecutive

dropout bound is 2, the maximum allowable delay bound is 0.40s and the sam-

pling period is 0.01s [28]. Given τm = 0, using Proposition 2.2, we can determine

the minimum H∞ tracking performance γmin = 1.6427. For different τm > 0, using

Proposition 2.1, one can obtain the minimum H∞ tracking performance γmin, which

is shown in Table 2.1.

From Table 2.1, it is clear to see that the minimum H∞ tracking performance γ

obtained by Proposition 2.1 and Proposition 2.2 is much smaller than that provided

by Theorem 1 and Corollary 1 in [28], which means that the proposed performance

criteria are less conservative than that in [28].
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Figure 2.3: The outputs of the system (2.30)-(2.31) with ω(t) and r(t)

Example 2.2: In this example, the controlled plant is a satellite system that

consists of two rigid bodies joined by a flexible link [8], [28]. The dynamic equations

of the satellite system are given by

J1θ̈1(t) + f(θ̇1(t)− θ̇2(t)) + k(θ1(t)− θ2(t)) = u(t),

J2θ̈2(t) + f(θ̇1(t)− θ̇2(t)) + k(θ1(t)− θ2(t)) = ω(t).

When the output is θ2(t) and the parameters are J1=J2=1, k=0.09, f =0.04,

the state-space representation of the satellite system is given by
ẋ(t)=


0 0 1 0
0 0 0 1

−0.09 0.09 −0.04 0.04
0.09 −0.09 0.04 −0.04

x(t)+


0
0
1
0

u(t)+


0
0
1
0

ω(t)
y(t)=

[
0 1 0 0

]
x(t)

(2.30)

where the external disturbance input is assumed to be ω(t)=0.5sin5t.

Consider the following reference model [28]{
ẋr(t) = −xr(t) + r(t)
yr(t) = 0.5xr(t)

(2.31)

where r(t)=sin0.5t.
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Figure 2.4: The tracking errors of the system (2.30)-(2.31) with ω(t) and r(t)
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Figure 2.5: The outputs of the system (2.30)-(2.31) with ω̃(t) and r̃(t)

Suppose that a communication network is used to connect the system (2.30)

with a state feedback tracking controller u(t)=F1x(t)+F2xr(t). Given the sampling

period h = 10ms, the delay bounds τm = 5ms and τM = 25ms. Using Theorem 2

in [28], the minimum H∞ tracking performance is γmin = 0.1267 and the control

gains are F1=[−41.56 − 17630.50 − 20.92 − 4256.35] and F2 = 6917.26 (denoted

by GM1). Then applying Proposition 2.3, we obtain the γmin = 0.0779, F1 =

[−58.094 −58571 −28.812 −8881.7] and F2 = 25173 (denoted by GM2). It is clear
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Figure 2.6: The tracking errors of the system (2.30)-(2.31) with ω̃(t) and r̃(t)

to see that a smaller H∞ tracking performance can be achieved by Proposition 2.2

than that in [28].

In simulation, we choose tf =30s and the initial states x(0)=[−0.5 1.3 0.3 −0.3]T

and xr(0)=0.5. Then we depict the outputs of the system (2.30)-(2.31) by Figure

2.3. In Figure 2.3, yr is the output of the reference model (2.30), y1 and y2 are

the outputs of the system (2.30) controlled by the network-based tracking controller

with GM1 and GM2, respectively. Correspondingly, the output tracking errors are

compared in Figure 2.4.

For comparison purpose, we borrow another set of input signals from [28]

ω̃(t) =

{
0.1sin(5t), 8s ≤ t ≤ 22s
0, otherwise,

r̃(t) =


0.6, 5s ≤ t ≤ 15s
−0.6, 15s < t ≤ 25s
0, otherwise.

In Figure 2.5, yi (i = 1, 2) are the outputs of the system (2.30) via the proposed

controller and the controller designed in [28], respectively. The corresponding output

tracking errors are compared in Figure 2.6. Clearly, we can see from Figure 2.3-

Figure 2.6 that a better tracking effect for the system (2.30) is ensured by using the

controller designed by Proposition 2.3 than that designed by Theorem 2 in [28].
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2.5 Summary

This chapter has dealt with network-based state feedback tracking control for linear

systems. The network-based tracking control system has been represented by a sys-

tem with an interval time-varying sawtooth delay. A new discontinuous Lyapunov-

Krasovskii functional, which makes use of the sawtooth delay and its lower and upper

bounds, has been proposed to derive some delay-dependent criteria for H∞ tracking

performance analysis and controller design. Since (1) the generalized Jensen integral

inequality combining the convex delay analysis method is adopted to estimate to

integral terms and (2) the inherent piecewise-linear time-varying delay information

is fully used in the derivation, it is expected that these criteria are of less conser-

vatism. Two examples has been given to illustrate that the derived criteria are less

conservative than the existing ones.
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Chapter 3

Network-based output tracking
control for linear systems via an
observer-based controller

3.1 Introduction

There are some results available to deal with network-based output tracking control

[28], [54], [133] and [137]. In the literature [28], [54], [133] and [137], all the states

of a controlled plant are assumed to be completely measurable and the network-

based output tracking control is performed by a state feedback controller. In fact,

in some practical situations, it is physically difficult to measure all the process

variables of a controlled plant. When not all the state variables of a controlled plant

are measurable, a feasible alternative way to implement the network-based output

tracking control is to use an observer-based tracking controller.

Compared with network-based state feedback tracking control, there has been

little work on observer-based tracking control for a network-based control system

(NCS). In this chapter, we will focus on network-based output tracking control for

a linear system controlled by an observer-based controller. The introduction of

the network leads to network-induced delays and packet dropouts in the sensor-to-

controller channel and the controller-to-actuator channel. The effects of network-

induced delays and packet dropouts in the two channels on modeling, stability and
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observer-based tracking control will be investigated. Notice that for network-based

state feedback tracking control in [28], [54], [133], and [137], a two-channel NCS is

equivalent to a sensor-to-actuator channel NCS without affecting the stability and

performance of the corresponding closed-loop system because a state feedback con-

troller is time-invariant and it depends only on specific state information that suc-

cessfully drives the actuator ([46], [153]), where the sensor-to-actuator channel mean-

s the channel lumping both sensor-to-controller channel and controller-to-actuator

channel together. However, this is not the case for observer-based tracking control

via a network since the stability and tracking performance of the closed-loop system

are affected by network-induced delays and packet dropouts in the sensor-to-actuator

channel and the sensor-to-controller channel. More specifically, the updated inputs

of the controlled plant and the observer-based tracking controller are subjected to

network-induced delays and packet dropouts in the sensor-to-actuator channel and

the sensor-to-controller channel, respectively. Due to the effect of network-induced

delays and packet dropouts in the controller-to-actuator channel, the inputs of the

controlled plant and the observer-based controller are updated in an asynchronous

way. Consequently, we model the closed-loop system as a system with two differ-

ent interval time-varying delays which include information about network-induced

delays and packet dropouts in the sensor-to-actuator channel and the sensor-to-

controller channel, respectively. A Lyapunov-Krasovskii functional, which makes

use of the lower and upper bounds of the two interval delays, is constructed to de-

rive an LMI-based delay-dependent criterion such that the closed-loop system has

a prescribed H∞ tracking performance. Owing to the two different interval delays,

a separation principle can not be employed to design the observer-based tracking

controller in the network environment. Accordingly, we will develop a new control

design method, which can determine an observer gain and a control gain by solving

an optimization problem of a desired H∞ tracking performance.
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On the other hand, it is noted that some heuristic search methods play a key role

in solving complex design optimization problems. A typical method is the particle

swarm optimization (PSO) technique, which is a population-based global optimiza-

tion algorithm inspired by social behaviors of animals such as fish schooling and

birds flocking ([18], [62]). This technique has been well studied due to its easy im-

plementation, stable convergence characteristic and computational efficiency [130].

Recently, the PSO technique has been applied to design a proportional-integral-

derivative controller that minimizes an H∞ performance index for traditional point-

to-point systems in the frequency domain ([64], [151]). However, the potential of

the PSO technique in finding the solution of an observer-based H∞ tracking con-

troller for an NCS has not been explored. Therefore, we will present a new design

algorithm of the observer-based tracking controller by applying the PSO technique

with feasibility of an LMI-based stability criterion. This design algorithm can be

used to search the minimum H∞ tracking performance and the observer gain and

the control gain for an NCS. Unlike the frequency domain method in [64] and [151],

in the proposed PSO algorithm, an LMI-based stability criterion in the time domain

is employed to judge whether the closed-loop system is stable with a prescribed H∞

tracking performance. By using the feasibility of the LMI-based criterion, the pro-

posed method facilitates to indicate the potential of the evolutionary process in the

PSO technique. In addition, using the proposed design algorithm, it is not required

to specify the transfer function of the closed-loop system.

In summary, in this chapter, we will consider network-based output tracking con-

trol for a linear system via an observer-based controller. By taking into considera-

tion asynchronous inputs of the linear system and the controller, the network-based

tracking control system will be modeled as a system with two different interval time-

varying delays. A delay-dependent criterion for H∞ tracking performance analysis

will be established in terms of linear matrix inequalities. Since a separation principle
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can not be employed to design the observer-based controller in the network envi-

ronment, a novel design algorithm will be proposed by applying the PSO technique

with the feasibility of the LMI-based criterion to solve the minimum H∞ tracking

performance and the corresponding observer gain and control gain.

3.2 System modeling and problem statement

Consider the following controlled plant
ẋ(t) = Ax(t) + Bu(t) +Dω(t)
y(t) = Cx(t)
x(t0) = x0

(3.1)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rv and ω(t) ∈ L2[t0,∞) are the state, the

control input, the output, and the external disturbance, respectively; x(t0) = x0 is

the initial state; A, B, C and D are constant matrices with appropriate dimensions.

The reference signal yr(t) is generated by
ẋr(t) = Arxr(t) +Brr(t)
yr(t) = Crxr(t)
xr(t0) = xr0

(3.2)

where xr(t) ∈ Rn is the state vector, r(t) ∈ Rr is the energy bounded input vector

and yr(t) ∈ Rv is the output vector, respectively; xr(t0) = xr0 is the initial state;

Ar, Br and Cr are constant matrices. It is assumed that Ar is Hurwitz and xr(t) is

measurable to be used for control signals.

In this paper, we assume that the states of the physical plant (3.1) are not

completely measurable. In this case, an observer-based controller can be constructed

to estimate the states and perform output tracking control task. The observer-based

controller tracking is given by
˙̂x(t) = Ax̂(t) +Bû(t) + L(y(t)− ŷ(t))
ŷ(t) = Cx̂(t)
û(t) = F (x̂(t)− xr(t))
x̂(t) = 0, t ≤ t0

(3.3)

where x̂(t) ∈ Rn is the state estimate vector, û(t) ∈ Rm is the input vector, and

ŷ(t) ∈ Rv is the output vector; L and F are an observer gain and a control gain,
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Figure 3.1: A typical configuration of a network-based tracking control system

respectively. As shown in Figure 3.1, a communication network is inserted between

the plant (3.1) and the controller (3.3). The timeline of a transmitted signal goes

as follows. The measurement y(kh) and xr(kh) (k ∈ Z), where h is a sampling

period, is augmented as a single packet with a time stamp and transmitted to the

controller via the sensor-to-controller channel. The controller is equipped with a

computational hardware which can implement some scheduling protocol such as

priority scheduling (high priority to new packets) to actively drop outdated packets

by using time stamped information. After the sensor-to-controller delay τ scbi , y(bih)

and xr(bih) (i ∈ N) are available to update the following observer-based controller

on [bih+ τ scbi , bi+1h+ τ scbi+1
) (∀i ∈ N)

˙̂x(t) = Ax̂(t) +Bû(t) + L(y(bih)− ŷ(t))
ŷ(t) = Cx̂(bih)
û(t) = ũ(bih) = F (x̂(bih)− xr(bih))

(3.4)

where bi (∀i ∈ N) are some nonnegative integers which indicate the packets that

successfully update the controller, {b1, b2, b3, ..., }⊆Z and the sequence {bi} is strictly

increasing. The controller operates in four steps: (i) storing sampled state estimate

x̂(kh); (ii) receiving transmitted packets; (iii) processing packets which consists of

actively dropping outdated packets, extracting the current data x̂(bih), deleting the

previous data x̂(bi−1h), ..., x̂((bi−1)h), and updating the controller by x̂(bih), y(bih)
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and xr(bih) (∀i ∈ N); and (iv) outputting control signals ũ(bih) (∀i ∈ N). The

control signal ũ(bih) (i∈N) is transmitted in a single packet with a time stamp to

the actuator. Similar to the controller, the actuator has a hardware that can actively

drop outdated packets. In consequence, ũ(lkh) (k ∈ N) is available to update the

actuator after the controller-to-actuator delay τ calk . The actuator holds the signal

until next update. Then the control input of the plant (3.1) is described by

u(t) = ũ(lkh) = F (x̂(lkh)− xr(lkh)), t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k ∈ N (3.5)

where τlk = τ sclk +τ
ca
lk
, lk (∀k ∈N) are some nonnegative integers which indicate the

control signals that successfully update the actuator, {l1, l2, l3, ..., }⊆{b1, b2, b3, ..., }

and {lk} is strictly increasing.

Remark 3.1. In this paper, we consider two kinds of packet dropouts: network-

induced packet dropouts and active packet dropouts, see Fig. 3.2. The network-

induced packet dropouts are caused by a number of factors such as signal degrada-

tion and packet corruption in transmission. The active packet dropouts are outdated

packets which are intentionally dropped for timing reconstruction by using time s-

tamped information. In what follows, packet dropouts in the sensor-to-controller

channel consist of network-induced packet dropouts in the sensor-to-controller chan-

nel and active packet dropouts in the controller; similarly, packet dropouts in the

controller-to-actuator channel consist of network-induced packet dropouts in the

controller-to-actuator channel and active packet dropouts in the actuator. Packet

dropouts in the sensor-to-actuator channel includes both packet dropouts in the

sensor-to-controller channel and the sensor-to-actuator channel.

Remark 3.2. The observer-based controller (3.4) is driven by available sampled-

data y(bih) and xr(bih), and uses the difference between x̂(bih) and xr(bih) to pro-

duce control signals ũ(bih), ∀i ∈ N. The computational delay in the controller

(3.4) is assumed to be neglected. Different from the observer-based stabilizing con-

troller that outputs control signals with a new sampling period ([89], [111]), the
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observer-based tracking controller (3.4) outputs control signals ũ(bih) (∀i ∈ N) in

the updating instants {bih+τ scbi }
∞
i=1 because ũ(bih) (∀i ∈ N) involve the informa-

tion about xr(bih) (∀i ∈ N). In addition, the control inputs of an observer-based

stabilizing controller and a controlled plant in [89] and [111] are assumed to be syn-

chronous, while the control inputs of the tracking controller (3.4) and the controlled

plant (3.1) are updated asynchronously at different time instants and with different

frequencies due to the effect of network-induced delays and packet dropouts in the

controller-to-actuator channel.

Let τ1(t) = t− bih for t ∈ [bih+ τ scbi , bi+1h+ τ scbi+1
) (i ∈ N) and τ2(t) = t− lkh for

t ∈ [lkh+ τlk , lk+1h+ τlk+1
) (k ∈ N). It is clear to see{

τ scbi ≤ τ1(t) ≤ (bi+1 − bi)h+ τ scbi+1
, t ∈ [bih+ τ scbi , bi+1h+ τ scbi+1

), ∀i ∈ N
τlk ≤ τ2(t) ≤ (lk+1 − lk)h+ τlk+1

, t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k ∈ N. (3.6)

Define τ1M =max
i∈N

{(bi+1−bi)h+τ scbi+1
}, τ1m=min

i∈N
{τ scbi }, τ2M =max

k∈N
{(lk+1−lk)h+ τlk+1

}

and τ2m=min
k∈N

{τlk}. Then we have

{
0 < τ1m ≤ τ1(t) ≤ τ1M , t ∈ [bih+ τ scbi , bi+1h+ τ scbi+1

), ∀i ∈ N
0 < τ2m ≤ τ2(t) ≤ τ2M , t ∈ [lkh+ τlk , lk+1h+ τlk+1

), ∀k ∈ N (3.7)

where τ1m>0 and τ2m>0 are lower bounds of network-induced delays in the sensor-

to-controller channel and the sensor-to-actuator channel, respectively; τ1M and τ2M

can be viewed as synthetical indexes involving information about network-induced

delays and packet dropouts in the sensor-to-controller channel and the sensor-to-

actuator channel, respectively.

Notice that on [lkh+τlk , lk+1h+τlk+1
), the actuator (3.5) holds the control sig-

nal ũ(lkh), while the observer-based controller (3.4) may witness not less than one

update, see Figure 3.2. More specifically, the controller (3.4) holds the signals

y(b1kh), xr(b
1
kh) and x̂(b1kh) on [lkh+ τlk , b

2
k+ τ

sc
k2), the signals y(b2kh), xr(b

2
k) and

x̂(b2kh) on [b2kh+τ
sc
k2, b

3
kh+τ

sc
k3), · · · , and the signals y(bmk h), xr(b

m
k h) and x̂(bmk h)

on [bmk h+τ
sc
km, lk+1h+τlk+1

), where m = dk+1, m, dk, k ∈ N, dk is the time of
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update of the controller (3.4) and {bik} (i = 1, 2, ...,m) denotes the sequence of

available sampled-data in the controller (3.4) on [lkh+τlk , lk+1h+τlk+1
), respectively.

Obviously, {b1k, b2k, ..., bmk }∞k=1 = {bi}∞i=1 and lk≤b1k (k ∈ N). Then we define

τ1(t) =


t− b1kh, t ∈ Ω1=[lkh+τlk , b

2
kh+τ

sc
k2)

t− b2kh, t ∈ Ω2=[b2kh+τ
sc
k2, b

3
kh+τ

sc
k3)

· · · · · ·
t− bmk h, t ∈ Ωdk+1=[bmk h+τ

sc
km, lk+1h+τlk+1

)

(3.8)

where m = dk+1 and dk, k ∈ N. In particular, when there is no update at the

controller (3.4) on [lkh+τlk , lk+1h+τlk+1
), i.e., dk=0 (see Figure 3.2), the controller

(3.4) holds the signals y(b1kh), xr(b
1
kh) and x̂(b1kh) on [lkh+τlk , lk+1h+τlk+1

) and

τ1(t)= t−b1kh for t ∈ [lkh+τlk , lk+1h+τlk+1
), which can be regarded as a special case

of (3.8), where lk<b
1
k (k ∈ N).

Following the above description and considering (3.1), (3.2), (3.4), (3.5) and

(3.8), the closed-loop system is represented by

ξ̇(t)=


Āξ(t)+B̄1ξ(b

1
kh)+B̄2ξ(lkh)+D̄ω̄(t), t ∈ Ω1, ∀k ∈ N

Āξ(t)+B̄1ξ(b
2
kh)+B̄2ξ(lkh)+D̄ω̄(t), t ∈ Ω2, ∀k ∈ N

· · · · · ·
Āξ(t)+B̄1ξ(b

m
k h)+B̄2ξ(lkh)+D̄ω̄(t), t ∈ Ωdk+1, ∀k ∈ N

(3.9)

e(t)=y(t)− yr(t) = C̄ξ(t) (3.10)
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where

Ā=

 A 0 0
0 A 0
0 0 Ar

, B̄1=

BF−LC −BF BF
0 0 0
0 0 0

 ,
B̄2=

−BF BF −BF
−BF BF −BF
0 0 0

, D̄=

D 0
D 0
0 Br

 , C̄=
[
0 C −Cr

]
,

ξ(t)=
[
xT (t)− x̂T (t) xT (t) xTr (t)

]T
, ω̄(t)=

[
ωT (t) rT (t)

]T
.

For t ∈ Ωi (i = 1, 2, ..., dk+1), ∀k ∈ N, rewrite (3.9)-(3.10) as{
ξ̇(t)= Āξ(t)+B̄1ξ(t−τ1(t))+B̄2ξ(t−τ2(t))+D̄ω̄(t)
e(t)= C̄ξ(t)

(3.11)

where τ1(t)= t−bikh and τ1m ≤ τ1(t) ≤ τ1M for t ∈ Ωi (i = 1, 2, ..., dk+1), τ2(t)= t−lkh

and τ2m ≤ τ2(t) ≤ τ2M for t ∈ [lkh + τlk , lk+1h + τlk+1
), which can be seen from

(3.7)-(3.8). Let τM = max{τ1M , τ2M}. Then the initial condition of the system

(3.11) is supplemented by ξ(t) = ϕ(t) = [ψT
1 (t) 0 ψ

T
2 (t)]

T for t ∈ [t0 − τM , t0], where

ϕ(t0) = ξt0 = [xT0 0 xTr0]
T .

The following H∞ tracking performance is chosen∫ tf

t0

eT (t)Ue(t)dt ≤ V (ξt0) + γ2
∫ tf

t0

ω̄T (t)ω̄(t)dt (3.12)

where t0 is the initial time that the actuator starts to work, tf is the terminal time, γ

is the desired tracking level, U >0 is the weighting matrix, and V (ξt0) is the energy

function of initial states.

The purpose of this chapter is to determine the observer gain L and the control

gain F such that the augmented system described by (3.9)-(3.10) is exponentially

stable with a desired H∞ tracking performance, which means that

1) the system (3.9)-(3.10) with ω̄(t) = 0 is exponentially stable, that is, there

exist constants β > 0, σ > 0 such that ∥ξ(t)∥2 ≤ β sup
t0−τM≤s≤t0

∥ϕ(s)∥2e−σ(t−t0)

for t ≥ t0;

2) the output tracking error e(t) satisfies the H∞ tracking performance (3.12),

for all nonzero ω̄(t) ∈ L2[t0,∞).
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3.3 A new criterion for H∞ tracking performance

analysis

In this section, we will derive a new delay-dependent criterion for H∞ tracking

performance analysis, which can ensure that the system (3.9)-(3.10) has a prescribed

H∞ tracking performance γ. For simplicity of presentation, let

ηTi (t) = [ηT1i(t) ηT2i(t)],

ηT1i(t) = [ξT (t) ξT (bikh) ξT (lkh) ξ
T (t−τ1m)],

ηT2i(t) = [ξT (t−τ2m) ξT (t−τ1M) ξT (t−τ2M) ω̄T (t)],

e1 = [Ip×p 0 0 0 0 0 0 0]p×(7p+q),

e2 = [0 Ip×p 0 0 0 0 0 0]p×(7p+q),

e3 = [0 0 Ip×p 0 0 0 0 0]p×(7p+q),

e4 = [0 0 0 Ip×p 0 0 0 0]p×(7p+q),

e5 = [0 0 0 0 Ip×p 0 0 0]p×(7p+q),

e6 = [0 0 0 0 0 Ip×p 0 0]p×(7p+q),

e7 = [0 0 0 0 0 0 Ip×p 0]p×(7p+q),

e8 = [0 0 0 0 0 0 0 Iq×q]q×(7p+q)

where i = 1, 2, ..., dk+1, dk, k ∈ N; ej (j=1, 2, ..., 7) are p×(7p+q) matrices and e8 is

a q×(7p+q) matrix; Ip×p and Iq×q are p×p and q× q identity matrices, respectively;

the others in ej (j=1, 2, ..., 8) are zero matrices with appropriate dimensions; p and

q are dimensions of ξ(t) and ω̄(t), respectively. Then ξ(t)=e1ηi(t), ξ(b
i
kh)=e2ηi(t),

ξ(lkh)= e3ηi(t), and so on, for t ∈ Ωi (i = 1, 2, ..., dk+1), where dk, k ∈ N. Rewrite

the closed-loop system (3.9)-(3.10) as

ξ̇(t)=


(Āe1+B̄1e2+B̄2e3+D̄e8)η1(t), t ∈ Ω1, ∀k ∈ N
(Āe1+B̄1e2+B̄2e3+D̄e8)η2(t), t ∈ Ω2, ∀k ∈ N

· · · · · ·
(Āe1+B̄1e2+B̄2e3+D̄e8)ηdk+1(t), t ∈ Ωdk+1, ∀k ∈ N

(3.13)
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e(t)=


C̄e1η1(t), t ∈ Ω1, ∀k ∈ N
C̄e1η2(t), t ∈ Ω2, ∀k ∈ N

· · · · · ·
C̄e1ηdk+1(t), t ∈ Ωdk+1, ∀k ∈ N.

(3.14)

We now state and establish the following delay-dependent criterion for H∞ tracking

performance analysis of the system (3.9)-(3.10)

Proposition 3.1. For given a weighting matrix U > 0, positive scalars τ1m, τ2m,

τ1M , τ2M and γ, an observer gain L and a control gain F , the system described by

(3.9)-(3.10) is exponentially stable with the H∞ tracking performance (3.12) if there

exist symmetric positive definite matrices P > 0, Qi > 0, Ri > 0 (i = 1, 2, 3, 4) and

matrices Mi (i = 1, 2, 3, 4) such that Ψ ∗ ∗
(τ1M−τ1m)M1 −(τ1M−τ1m)R3 ∗
(τ2M−τ2m)M3 0 −(τ2M−τ2m)R4

 < 0 (3.15)

 Ψ ∗ ∗
(τ1M−τ1m)M1 −(τ1M−τ1m)R3 ∗
(τ2M−τ2m)M4 0 −(τ2M−τ2m)R4

 < 0 (3.16)

 Ψ ∗ ∗
(τ1M−τ1m)M2 −(τ1M−τ1m)R3 ∗
(τ2M−τ2m)M3 0 −(τ2M−τ2m)R4

 < 0 (3.17)

 Ψ ∗ ∗
(τ1M−τ1m)M2 −(τ1M−τ1m)R3 ∗
(τ2M−τ2m)M4 0 −(τ2M−τ2m)R4

 < 0 (3.18)

where

Ψ =eT1 (PĀ+ĀTP+Q1+C̄
TUC̄−R1)e1+e

T
1 PB̄1e2+e

T
2 B̄

T
1 Pe1

+ eT1 PB̄2e3+e
T
3 B̄

T
2 Pe1+e

T
1R1e4+e

T
4R1e1+e

T
1 PD̄e8

+ eT8 D̄
TPe1+e

T
4R2e5+e

T
4 (Q2+Q3−Q1−R1−R2)e4

+ eT5R2e4+e
T
5 (Q4−Q2−R2)e5−eT6Q3e6−eT7Q4e7−eT8 γ2Ie8

+ (e2−e6)TM1+M
T
1 (e2−e6)+(e4−e2)TM2+M

T
2 (e4−e2)

+ (e3−e7)TM3+M
T
3 (e3−e7)+(e5−e3)TM4+M

T
4 (e5−e3)

+(Āe1+B̄1e2+B̄2e3+D̄e8)
TΛ(Āe1+B̄1e2+B̄2e3+D̄e8),

Λ =τ 21mR1+(τ2m−τ1m)2R2+(τ1M−τ1m)R3+(τ2M−τ2m)R4.
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Proof: Choose the following Lyapunov-Krasovskii functional

V (ξt) =ξ
T (t)Pξ(t)+

∫ t

t−τ1m

ξT (s)Q1ξ(s)ds+

∫ t−τ1m

t−τ2m

ξT (s)Q2ξ(s)ds

+

∫ t−τ1m

t−τ1M

ξT (s)Q3ξ(s)ds+

∫ t−τ2m

t−τ2M

ξT (s)Q4ξ(s)ds

+ τ1m

∫ t

t−τ1m

∫ t

s

ξ̇T (θ)R1ξ̇(θ)dθds+(τ2m−τ1m)
∫ t−τ1m

t−τ2m

∫ t

s

ξ̇T (θ)R2ξ̇(θ)dθds

+

∫ t−τ1m

t−τ1M

∫ t

s

ξ̇T (θ)R3ξ̇(θ)dθds+

∫ t−τ2m

t−τ2M

∫ t

s

ξ̇T (θ)R4ξ̇(θ)dθds (3.19)

where P > 0, Qi > 0, Ri > 0 (i = 1, 2, 3, 4); ξt = ξ(t+θ), ∀θ ∈ [−τM , 0] and τM =

max{τ1M , τ2M}.

Taking the time-derivative of V (ξt) with respect to t on Ω1=[lkh+τlk , b
1
kh+τ

sc
k1)

(∀k∈N) along the trajectory of the system (3.13)-(3.14), we have

V̇ (ξt) =2ηT1 (t)[e
T
1 P (Āe1+B̄1e2+B̄2e3+D̄e8)+e

T
1Q1e1+e

T
4 (Q2+Q3−Q1)e4]η1(t)

+ ηT1 (t)[e
T
5 (Q4−Q2)e5−eT6Q3e6−eT7Q4e7]η1(t)−τ1m

∫ t

t−τ1m

ξ̇T (s)R1ξ̇(s)ds

− (τ2m−τ1m)
∫ t−τ1m

t−τ2m

ξ̇T (s)R2ξ̇(s)ds−
∫ t−τ1m

t−τ1M

ξ̇T (s)R3ξ̇(s)ds

−
∫ t−τ2m

t−τ2M

ξ̇T (s)R4ξ̇(s)ds+ξ̇
T (t)Λξ̇(t). (3.20)

Using Jensen integral inequality, for t ∈ Ω1 (k ∈ N), we have

− τ1m

∫ t

t−τ1m

ξ̇T (s)R1ξ̇(s)ds ≤ −ηT1 (t)(e1−e4)TR1(e1−e4)η1(t) (3.21)

− (τ2m−τ1m)
∫ t−τ1m

t−τ2m

ξ̇T (s)R2ξ̇(s)ds ≤ −ηT1 (t)(e4−e5)TR2(e4−e5)η1(t). (3.22)

Notice that

−
∫ t−τ1m

t−τ1M

ξ̇T (s)R3ξ̇(s)ds=−
∫ b1kh

t−τ1M

ξ̇T (s)R3ξ̇(s)ds−
∫ t−τ1m

b1kh

ξ̇T (s)R3ξ̇(s)ds (3.23)

−
∫ t−τ2m

t−τ2M

ξ̇T (s)R4ξ̇(s)ds=−
∫ lkh

t−τ2M

ξ̇T (s)R4ξ̇(s)ds−
∫ t−τ2m

lkh

ξ̇T (s)R4ξ̇(s)ds. (3.24)

Applying Lemma 2.2 with E = e2 − e6, ψ = η1(t) and Z =M1 yields

−
∫ b1kh

t−τ1M

ξ̇T (s)R3ξ̇(s)ds ≤ηT1 (t)[(e2−e6)TM1+M
T
1 (e2−e6)]η1(t)

+ ηT1 (t)[τ1M−(t−b1kh)]MT
1 R

−1
3 M1η1(t). (3.25)
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Similarly, for other terms in (3.23) and (3.24), the following inequalities hold for

t ∈ Ω1 (∀k ∈ N) and matrices M2, M3, M4 with appropriate dimensions

−
∫ t−τ1m

b1kh

ξ̇T (s)R3ξ̇(s)ds ≤ηT1 (t)[(e4−e2)TM2+M
T
2 (e4−e2)]η1(t)

+ ηT1 (t)[(t−b1k)−τ1m]MT
2 R

−1
3 M2η1(t) (3.26)

−
∫ lkh

t−τ2M

ξ̇T (s)R4ξ̇(s)ds ≤ηT1 (t)[(e3−e7)TM3+M
T
3 (e3−e7)]η1(t)

+ ηT1 (t)[τ2M−(t−lkh)]MT
3 R

−1
4 M3η1(t) (3.27)

−
∫ t−τ2m

lkh

ξ̇T (s)R4ξ̇(s)ds ≤ηT1 (t)[(e5−e3)TM4+M
T
4 (e5−e3)]η1(t)

+ ηT1 (t)[(t− lkh)−τ2m]MT
4 R

−1
4 M4η1(t). (3.28)

From (3.20)-(3.26), we obtain

V̇ (ξt) ≤ ηT1 (t)(Ξ(t) + γ2eT8 e8 − eT1 C̄
TUC̄e1)η1(t), t ∈ Ω1, ∀k ∈ N (3.29)

where

Ξ(t) = Ψ + Υ1(t) + Υ2(t),

Υ1(t) = (τ1M−τ1(t))MT
1 R

−1
3 M1+(τ1(t)−τ1m)MT

2 R
−1
3 M2, τ1(t) = t− bmk , ∀k ∈ N,

Υ2(t) = (τ2M−τ2(t))MT
3 R

−1
4 M3+(τ2(t)−τ2m)MT

4 R
−1
4 M4, τ2(t) = t− lkh, ∀k ∈ N.

Notice that Υ1(t) and Υ2(t) are two convex combinations ofMT
1 R

−1
3 M1 andM

T
2 R

−1
3 M2

on τ1(t) ∈ [τ1m, τ1M ], and MT
3 R

−1
4 M3 and MT

4 R
−1
4 M4 on τ2(t) ∈ [τ2m, τ2M ], re-

spectively. From (3.7)-(3.8), it can be seen that τ1m ≤ τ1(t) ≤ τ1M for t ∈ Ωi

(i = 1, 2, ..., dk+1, ∀k ∈ N); τ2m ≤ τ2(t) < τ2M for t ∈ Ω1, τ2m < τ2(t) ≤ τ2M for

t ∈ Ωdk+1, and τ2m<τ2(t)<τ2M for t ∈ Ωi (i=2, 3, ..., dk, ∀k ∈ N). Thus, if the LMIs

(3.15)-(3.18) are satisfied, using schur complement yields Ξ(t)<0 for t∈Ω1,∀k ∈ N.

First, we consider the exponential stability of the closed-loop system (3.9)-(3.10)

with ω̄(t) = 0 for t ∈ Ω1, ∀k ∈ N. It can be seen from the LMIs (3.15)-(3.18) that

Ξ(t) < 0, which implies that there exist a constant ε1 > 0 such that

V̇ (ξt) ≤ −ε1ξT (t)ξ(t)− ε1ξ
T (b1kh)ξ(b

1
kh)− ε1ξ

T (lkh)ξ(lkh), t ∈ Ω1, ∀k ∈ N. (3.30)
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Similarly, taking time-derivative of V (ξt) on Ωi (i = 2, 3, ..., dk + 1), we have

V̇ (ξt)≤


−ε2[ξT (t)ξ(t)+ξT (b2kh)ξ(b2kh)+ξT (lkh)ξ(lkh)], t ∈ Ω2

−ε3[ξT (t)ξ(t)+ξT (b3kh)ξ(b3kh)+ξT (lkh)ξ(lkh)], t ∈ Ω3

· · ·
−εdk+1[ξ

T (t)ξ(t)+ξT (bmk h)ξ(b
m
k h)+ξ

T (lkh)ξ(lkh)], t ∈ Ωdk+1

(3.31)

where εi > 0 (i = 2, 3, ..., dk+1) and dk ∈ N, ∀k ∈ N.

Define a new Lyapunov-Krasovskii functional Ṽ (ξt) = eσtV (ξt) for t ∈ [lkh +

τlk , lk+1h+ τlk+1
), ∀k ∈ N, where σ > 0 is a constant to be determined. Considering

(3.30)-(3.31) and integrating both sides of V̇ (ξt) from lkh+ τlk to t, we have∫ t

lkh+τlk

˙̃V (ξs)ds = Ṽ (ξt)− Ṽ (ξlkh+τlk
)

≤
∫ t

lkh+τlk

σeσsV (ξs)ds−ε
∫ t

lkh+τlk

eσs{∥ξ(s)∥2+∥ξ(lkh)∥2}ds

− ε

∫ b2kh+τsck2

lkh+τlk

eσs∥ξ(b1kh)∥2ds−ε
vk−1∑
i=1

∫ bi+2
k h+τsc

k(i+2)

bi+1
k h+τsc

k(i+1)

eσs∥ξ(bi+1
k h)∥2

− ε

∫ t

b
vk+1

k h+τsc
k(vk+1)

eσs∥ξ(bvk+1
k h)∥2ds (3.32)

where ε = min{ε1, ε2, ..., εdk+1}, vk ≤ dk and vk, dk ∈ N, ∀k ∈ N.

Since
∪∞

k=1[lkh+τlk , lk+1h+τlk+1
) = [t0, ∞) and V (ξt) is continuous on [t0, ∞),

we have

Ṽ (ξt)− Ṽ (ξt0)

≤ (σλmax(P )−ε)
∫ t

t0

eσs∥ξ(s)∥2ds+εφ1(t)+εφ2(t)

+ στ1me
στ1mλmax(Q1)

∫ t

t0−τ1m

eσs∥ξ(s)∥2ds

+ σeστ2mλmax(Q2)τ2m

∫ t0−τ1m

t0−τ2m

eσs∥ξ(s)∥2ds

+ σeστ2mλmax(Q2)(τ2m−τ1m)
∫ t

t0−τ1m

eσs∥ξ(s)∥2ds

+ σeστ1Mλmax(Q3)τ1M

∫ t0−τ1m

t0−τ1M

eσs∥ξ(s)∥2ds

+ σeστ1Mλmax(Q3)(τ1M−τ1m)
∫ t

t0−τ1m

eσs∥ξ(s)∥2ds
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+ σeστ2Mλmax(Q4)τ2M

∫ t0−τ2m

t0−τ2M

eσs∥ξ(s)∥2ds

+ σeστ2Mλmax(Q4)(τ2M−τ2m)
∫ t

t0−τ2m

eσs∥ξ(s)∥2ds

+ στ 31me
στ1mλmax(R1)

∫ t

t0−τ1m

eσs∥ξ̇(s)∥2ds

+ στ2m(τ2m−τ1m)2eστ2mλmax(R2)

∫ t

t0−τ2m

eσs∥ξ̇(s)∥2ds

+ στ1M(τ1M−τ1m)2eστ1Mλmax(R3)

∫ t

t0−τ1M

eσs∥ξ̇(s)∥2ds

+ στ2M(τ2M−τ2m)2eστ2Mλmax(R4)

∫ t

t0−τ2M

eσs∥ξ̇(s)∥2ds

≤ ζ1

∫ t

t0−τ1m

eσs∥ξ(s)∥2ds+ζ2φ1(t)+ζ3φ2(t)

+ ρ1

∫ t0

t0−τ1m

eσs∥ϕ(s)∥2ds+ ρ2

∫ t0

t0−τ2m

eσs∥ϕ(s)∥2ds

+ στ1M(τ1M−τ1m)2eστ1Mλmax(R3)∥Ā∥2
∫ t0

t0−τ1M

eσs∥ϕ(s)∥2ds

+ στ2M(τ2M−τ2m)2eστ2Mλmax(R4)∥Ā∥2
∫ t0

t0−τ2M

eσs∥ϕ(s)∥2ds

+ στ2me
στ2mλmax(Q2)

∫ t0−τ1m

t0−τ2m

eσs∥ϕ(s)∥2ds

+ στ1Me
στ1Mλmax(Q3)

∫ t0−τ1m

t0−τ1M

eσs∥ϕ(s)∥2ds

+ στ2Me
στ2Mλmax(Q4)

∫ t0−τ2m

t0−τ2M

eσs∥ϕ(s)∥2ds (3.33)

where

φ1(t) =
N−1∑
k=1

[∫ b2kh+τsck1

lkh+τlk

eσs∥ξ(b1kh)∥2ds+
dk−1∑
i=1

∫ bi+2
k h+τsc

k(i+2)

bi+1
k h+τsc

k(i+1)

eσs∥ξ(bi+1
k h)∥2ds

+

∫ lk+1h+τlk+1

bmk h+τsckm

eσs∥ξ(bmk h)∥2ds

]
+

∫ b2Nh+τscN2

lNh+τlN

eσs∥ξ(b1Nh)∥2ds

+
vN−1∑
i=1

∫ bi+2
N h+τsc

N(i+2)

bi+1
N h+τsc

N(i+1)

eσs∥ξ(bi+1
N h)∥2ds+

∫ t

bv
N+1

N h+τsc
N(vN+1)

eσs∥ξ(bvN+1
N h)∥2,

φ2(t) =
N−1∑
k=1

∫ lk+1h+τlk+1

lkh+τlk

eσs∥ξ(lkh)∥2ds+
∫ t

lNh+τlN

eσs∥ξ(lNh)∥2ds
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ζ1 = −ε+ σλmax(P ) + ρ1 + ρ2 + 2στ 31me
στ1mλmax(R1)∥Ā∥2 + 2στ2m(τ2m−τ1m)2

× eστ2mλmax(R2)∥Ā∥2+3στ1M(τ1M−τ1m)2eστ1Mλmax(R3)∥Ā∥2

+ 3στ2M(τ2M−τ2m)2eστ2Mλmax(R4)∥Ā∥2,

ζ2 = −ε+ 3κ∥B̄1∥2,

ζ3 = −ε+ 3κ∥B̄2∥2,

ρ1 = στ1me
στ1mλmax(Q1) + σ(τ2m − τ1m)e

στ2mλmax(Q2) + σ(τ1M − τ1m)e
στ1M

× λmax(Q3)+στ
3
1me

στ1mλmax(R1)∥Ā∥2,

ρ2 = σ(τ2M − τ2m)e
στ2Mλmax(Q4) + στ2m(τ2m−τ1m)2eστ2mλmax(R2)∥Ā∥2,

κ = στ 31me
στ1mλmax(R1)+στ2m(τ2m−τ1m)2eστ2mλmax(R2)+στ1M(τ1M−τ1m)2

× eστ1Mλmax(R3)+τ2Mσ(τ2M−τ2m)2eστ2Mλmax(R4).

Similar to an analysis method in [149, 57], if there exists a sufficiently small constant

σ > 0 such that ζi < 0 (i = 1, 2, 3), we have

∥ξ(t)∥2 ≤ s1 + s2
λmin(P )

sup
t0−τM≤s≤t0

∥ϕ(s)∥2e−σ(t−t0) (3.34)

where

s1=στ1me
στ1mλmax(Q1)+σ(2τ2m−τ1m)λmax(Q2)e

στ2m+σ(2τ1M−τ1m)λmax(Q3)e
στ1M

+ σ(2τ2M−τ2m)λmax(Q4)e
στ2M +κ∥Ā∥2,

s2=λmax(P ) + τ1mλmax(Q1)+(τ2m−τ1m)λmax(Q2)+(τ1M−τ1m)λmax(Q3)

+(τ2M−τ2m)λmax(Q4) + 0.5τ 31mλmax(R1)∥Ā∥2 + 0.5(τ2m − τ1m)
2

× (τ2m + τ1m)λmax(R2)∥Ā∥2 + 0.5(τ1M−τ1m)2(τ1M+τ1m)λmax(R3)∥Ā∥2

+0.5(τ2M−τ2m)2(τ2M+τ2m)λmax(R4)∥Ā∥2.

Then it can be concluded from (3.34) that the closed-loop system described by (3.9)-

(3.10) with ω̄(t) = 0 is exponentially stable on [t0, ∞) if the LMIs (3.15)-(3.18) hold.

Next, we consider the H∞ tracking performance (3.12) of the system (3.9)-(3.10)
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for all nonzero ω̄(t) ∈ L2[t0, ∞). It is clear to see that∫ t

lkh+τlk

eT (s)Ue(s)ds

=V (ξlkh+τlk
)−V (ξt)+

∫ t

lkh+τlk

[eT (s)Ue(s)+V̇ (ξs)− γ2ω̄T (s)ω̄(s) + γ2ω̄T (s)ω̄(s)]ds

+

vk−1∑
i=1

∫ bi+2
k h+τsc

k(i+2)

bi+1
k h+τsc

k(i+1)

[eT (s)Ue(s)+V̇ (ξs)− γ2ω̄T (s)ω̄(s) + γ2ω̄T (s)ω̄(s)]ds

+

∫ t

b
vk+1

k h+τsc
k(vk+1)

[eT (s)Ue(s)+V̇ (ξs)− γ2ω̄T (s)ω̄(s) + γ2ω̄T (s)ω̄(s)]ds (3.35)

for t ∈ [lkh + τlk , lk+1h + τlk+1
), ∀k ∈ N. If the LMIs (3.15)-(3.18) hold, it can be

seen from (3.31) that

V̇ (ξt) ≤ γ2ω̄T (t)ω̄(t)−eT (t)Ue(t), t ∈ Ωi, i = 1, 2, ..., dk+1, ∀k ∈ N.

It follows that∫ t

lkh+τlk

eT (s)Ue(s)ds≤V (ξlkh+τlk
)−V (ξt)+γ

2

∫ t

lkh+τlk

ω̄T (s)ω̄(s)ds

t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k ∈ N. (3.36)

When dk = 0, define τ1(t) = t−b1kh on [lkh + τlk , lk+1h + τlk+1
). The proof of the

conditions (3.34) and (3.36) is a routine case and omitted. Notice that V (ξt) is

continuous on [t0, ∞) and
∪k=T

k=1 [lkh+τlk , lk+1h+τlk+1
) = [t0, tf ), where T is the

serial number of the last updating instant at the actuator, lT is the nonnegative

integer that indicates the last updating signal ũ(lTh) at the actuator and lTh is the

time stamp of ũ(lTh). Using the LMIs (3.15)-(3.18), it follows from (3.36) that∫ tf

t0

eT (t)Me(t)dt ≤ V (ξt0) + γ2
∫ tf

t0

ω̄T (t)ω̄(t)dt

where t0 = l1h + τl1 , and tf = lT+1h + τlT+1
. Then one can see the H∞ tracking

performance (3.12) is ensured for the system (3.9)-(3.10), which completes the proof.

In the literature, there are some results on network-based H∞ output tracking

control. For example, in [28], [54] and [137], the output tracking control is im-

plemented by a state feedback controller which requires the controlled plant to be
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completely measurable. In this chapter, an observer-based controller is utilized to

estimate the states of the plant, which are not measurable, and to perform the

output tracking control. The use of the observer-based controller makes a major

difference in modeling and stability analysis of an NCS. More specifically, the two-

channel NCS in [28], [54] and [137] is equivalent to the sensor-to-actuator channel

NCS without affecting the system stability, and therefore the NCS is described by a

system with one input delay. However, the two-channel NCS in this paper is modeled

as the system (3.11) with two interval time-varying input delays since the updated

inputs of the plant (3.1) and the observer-based controller (3.4) are subjected to

network-induced delays and packet dropouts in the sensor-to-actuator channel and

the sensor-to-controller channel, respectively.

It should be mentioned that there are some results available on systems with

two additive delays arising from an NCS [29], [70], [114]. However, the two additive

delays are essentially different from τi(t) (i=1, 2). In [29], [70] and [114], d1(t) and

d2(t) are two differentiable time-varying delays and lumped together as one input

delay in the closed-loop system, while τ1(t) and τ2(t) are two interval time-varying

sawtooth delays and have different effects on the stability of the system (3.11). Due

to network-induced delays and packet dropouts in the controller-to-actuator channel,

it is not rational to assume τ1(t)=τ2(t) for the system (3.11) on [lkh+τlk , lk+1h+τlk+1
)

(∀k ∈ N). So the existing results on stability analysis of systems with one input delay

in [29], [70] and [114] are not suitable for the system (3.11). Instead, we derive a new

criterion for H∞ tracking performance analysis. In the derivation of the criterion, we

first decompose the interval [lkh+τlk , lk+1h+τlk+1
) into Ωi (i=1, 2, ..., dk+1,∀k ∈ N)

according to different values of τ1(t); second, we consider the stability of the system

(3.9)-(3.10) on each Ωi; third, we prove that the system (3.9)-(3.10) is exponentially

stable on [t0, t∞), where [t0, t∞) =
∪∞

k=1

∪dk+1
i=1 Ωi; finally, we show that the H∞

tracking performance (3.12) is ensured if the LMIs (3.15)-(3.18) are satisfied.



3.4. Observer-based tracking control design 55

Notice that the observer-based tracking control objective in this chapter is to

search for the gains F and L such that the H∞ tracking performance γ is minimized

for the closed-loop system (3.9)-(3.10). For given τ1m, τ2m, τ1M , τ2M , U , L and F ,

one can employ Proposition 3.1 to determine the minimum γ, which can be obtained

by solving the following optimization problem:

minimize γ

subject to P > 0, Qi > 0, Ri > 0 (i=1, 2, 3, 4), and LMIs (3.15)− (3.18).

3.4 Observer-based tracking control design

In this section, we focus on the design problem of the observer-based controller (3.4)

for the system (3.1)-(3.2). It is a common way to adopt a separation principle to

design an observer-based tracking controller for traditional point-to-point systems

([72], [75], [81], [131]). However, a separation principle can not be employed to

design an observer-based tracking controller for the system (3.1)-(3.2) because of the

asynchronous inputs between the controlled plant (3.1) and the tracking controller

(3.4). Notice that B̄1 (coupling F and L) and B̄2 (including F ) in the system (3.9)-

(3.10) are associated with two interval time-varying delays which are different due to

network-induced delays and packet dropouts in the controller-to-actuator channel.

So it is impossible to decouple F and L by using a separation principle. Instead, we

present a new control design algorithm, which utilizes a particle swarm optimization

(PSO) technique with the feasibility of Proposition 3.1, to obtain the minimum H∞

tracking performance γ and the observer gain L and the control gain F . In the PSO

technique, a particle status is characterized by two factors: its velocity and position,

which are updated by the following equations ([18], [62])

νij(k + 1) = ωνij(k) + c1r1(pbestij(k)− fij(k)) + c2r2(gbestj(k)− fij(k)) (3.38)

fij(k + 1) = fij(k) + νij(k + 1) (3.39)
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ω = (ωM − ωm)(mη − cη)/mη + ωm (3.40)

for i= 1, 2, . . . , np and j = 1, 2, . . . , d, where np and d are the number of particles

in a group and the number of members in a particle, respectively; νij(k) is the jth

dimensional velocity of the ith particle at iteration k, and νmin
j ≤ νij(k) ≤ vmax

j ;

fij(k) is the jth dimensional position of the ith particle at iteration k; pbesti =

(pbesti1, pbesti2, . . . , pbestij) is the previous best position of the ith particle; gbest

is the global best position of the group; r1 and r2 are two random numbers uni-

formly distributed in [0, 1]; c1 and c2 are two acceleration coefficients; ω is the

inertia weight; ωM and ωm represent the maximum and minimum inertia weight,

respectively; mη is the maximum number of iterations and cη is the current number

of iterations. The design algorithm of the observer-based tracking controller (3.4) is

described as follows

Algorithm 3.1.

Step 1. Initialization

1.1 Randomly initialize a group with np particles. Each particle consists of mem-

bers fij(0) in F 0
i and L0

i ; and fij(0) lies in the range [αj, βj], where i =

1, 2, . . . , np, and j=1, 2, . . . , n(m+ v);

1.2 Initialize some tuning parameters c1, c2, ωM , ωm, mη, ν
min
j and νmax

j , where

j=1, 2, . . . , n(m+v);

1.3 Initialize the velocity of np particles and νmin
j ≤ νij(0) ≤ νmax

j , where i =

1, 2, . . . , np and j=1, 2, . . . , n(m+ v), and set k = 0;

1.4 Initialize the fitness value γ0i = lp, where lp is a positive constant and i =

1, 2, . . . , np. Solve the minimization problem mentioned at the end of Section

3 to obtain the minimum γ0i for given F 0
i and L0

i , i∈{1, 2, . . . , np};
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1.4.1 Assign the minimum γ0i to γip and fij(0) to pbestij, respectively, where

γip is the fitness value of the particle pbest, i = 1, 2, . . . , np, and j =

1, 2, . . . , n(m+ v), and set k = 0;

1.4.2 Assign min
i
{γ0i | i ∈ {1, 2, ..., np}} to γ0g and fgj(0) to gbestj(0), re-

spectively, where γ0g is the fitness value of the particle gbest, and j =

1, 2, . . . , n(m+v) and set k = 0;

Step 2. Fitness evaluation of particles

2.1 Obtain F k
i and Lk

i from fij(k) in np particles, where i = 1, 2, ..., np, j =

1, 2, . . . , n(m+ v), and k ≥ 1, k ∈ N;

2.2 Solve the minimization problem mentioned at the end of Section 4.3 to obtain

the minimum γki for given F k
i and Lk

i , where i ∈ {1, 2, . . . , np}, and k ≥ 1,

k ∈ N;

2.3 Record the previous best particles and their fitness values. If γki < γip, then

assign γki to γip and fij(k) to pbestij, respectively, where i= 1, 2, ..., np, j =

1, 2, . . . , n(m+ v), and k ≥ 1, k ∈ N;

2.4 Record the global best particle and its fitness value. If γk−1
g > min{γki }

np

i=1,

then assign min
i
{γki | i ∈ {1, 2, ..., np}} to γkg and fgj(k) to gbestj(k), respec-

tively; otherwise, assign γk−1
g to γkg and store the corresponding particle, where

j=1, 2, . . . , n(m + v), and k ≥ 1, k ∈ N. If |γkg −γk−1
g | ≤ ε is satisfied within

mη iterations, where ε>0 is a sufficiently small constant, then exit, and k ≥ 1,

k ∈ N; otherwise, go to Step 2.5;

2.5 Update the velocity of np particles by (3.38) and (3.40). If νij(k) < νmin
j or

νij(k)> νmax
j , then randomly generate νij(k) satisfying νmin

j ≤ νij(k)≤ νmax
j ,

where i=1, 2, ..., np, j=1, 2, . . . , n(m+ v), and k ≥ 1, k ∈ N;
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2.6 Update the position of np particles by (3.39). If fij(k) < αj or fij(k) > βj,

then randomly generate fij(k) satisfying αj≤fij(k)≤βj, where i=1, 2, ..., np,

j=1, 2, . . . , n(m+ v), and k ≥ 1, k ∈ N;

2.7 If k>mη, wheremη is the maximum number of iterations, then exit; otherwise,

set k = k + 1 and go to Step 2.1;

Step 3. Obtain the minimum γg > 0 and the corresponding F and L from the global

best particle.

Remark 3.3. Applying a PSO technique with the feasibility of the LMIs of Propo-

sition 3.1, Algorithm 3.1 is provided to search for the minimum H∞ tracking perfor-

mance γmin and the observer gain L and the control gain F . The total row size of

the LMIs of Proposition 3.1 is S =35p+4q and the total number of scalar decision

variables is N = 1
2
[9p(p+1)+8p(7p+q)]. Therefore, the computational complexity

of Algorithm 3.1 is proportional to A S N 3, where A =(nm+nv)mηnp.

Remark 3.4. The convergence of Algorithm 3.1 is influenced by some tuning pa-

rameters np, c1, c2, ωM , ωm, mη, ν
min
j and νmax

j (j = 1, 2, . . . , n(m + v)). Notice

that a complete theoretical analysis of selecting parameters is given ([18], [130]). In

this study, the tuning parameters are selected properly to ensure the convergence

of Algorithm 3.1 according to [18] and [130]. The convergence speed of Algorithm

1 mainly depends on the search spaces [αj, βj] (j=1, 2, . . . , n(m + v)). Usually, we

can roughly determine αj, βj (j =1, 2, . . . , n(m + v)) in virtue of some traditional

control strategies [72], [75], [81], [131].

Remark 3.5. The evolutionary process of Algorithm 3.1 will end when the search

process converges in a given H∞ tracking performance or will repeat for np particles

until the maximum number of iterations mη is reached. If the search process is

ended by lp and the conditions of Proposition 3.1 are not satisfied for given lp, F
k
g
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and Lk
g (k ∈ N), which means that no optimal solution is found, then one can adjust

the search spaces or initialize the tuning parameters for another new search.

3.5 An example

Choose a mobile robot moving in one direction in [109] as a controlled plant, which

is given by ẋ(t)=
[
0 1
0 −11.32

]
x(t)+

[
0

11.32

]
u(t)+

[
0
1

]
ω(t)

y(t)=
[
1 0

]
x(t)

(3.41)

where ω(t) is an external disturbance.

The following reference model is described byẋr(t)=
[
0 1
−6 −5

]
xr(t)+

[
0
1

]
r(t)

yr(t)=
[
1 0

]
xr(t)

(3.42)

where r(t) = 2.46sin(t).

We first design a traditional observer-based tracking controller of the form (3.3)

by using the method in [81]. Using Theorem 2 with a parameter α= 1 and fuzzy

rule r = 1 in [81], we can easily obtain the minimum H∞ tracking performance

γmin = 0.73 and the corresponding gain matrices F = [−2.6456 − 0.2076] and L=

[49.9480 345.8116]T , denoted by GM1.

Second, we design the network-based tracking controller (3.4) by using Algo-

rithm 3.1. Following the modeling process in Section 4.2, the resulting system is

represented by (3.9)-(3.10) with the following matrices

A=

[
0 1
0 −11.32

]
, Ar=

[
0 1
−6 −5

]
, B=

[
0

11.32

]
,

D=

[
0
1

]
, Br=

[
0
1

]
, C=Cr=[1 0].

In Algorithm 3.1, the search spaces are roughly set to be [α1, β1] = [α2, β2] =

[−20, 0] and [α3, β3]=[α4, β4]=[0, 20]; the tuning parameters are initialized to be

np=20, c1=2, c2=2, ωM =0.7, ωm=0.4, mη=20 and vmax
i =2 (i=1, 2, 3, 4), which
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Figure 3.3: The outputs of the system (3.41) under a traditional controller [81] and
the system (3.42) with r(t)
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Figure 3.4: Time diagram of effective packets in simulation

satisfy the convergence of a PSO algorithm [18]; network index and a weighting

matrix are given by τ1m=20(ms), τ2m=40(ms) τ1M =60(ms), τ2M =120(ms) and

U = 1, respectively. Using Algorithm 3.1, we obtain the minimum H∞ tracking

performance γmin = 0.1072, the gain matrices F = [−3.2465 − 0.2596] and L =

[7.7941 0.8648]T , denoted by GM2.

Third, we compare the tracking effect via a traditional controller with GM1

and a network-based controller with GM2 by simulation of output responses. In

simulation, we choose initial states x(0) = [0.2 0], x̂(0) = [0 0], xr(0) = [−0.5 0]

and the external disturbance ω(t)=0.5sin(t). When there does not exist a network
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between the plant (3.41) and the controller (3.3) with GM1, the outputs y(t) and

yr(t) are shown in Figure 3.3, which demonstrates a stable tracking effect. Suppose

that the plant (3.41) and the controller (3.3) are interconnected via a communication

network. We choose a sampling period h=20(ms) and assume that the sequences of

packets successfully received by the controller and the actuator are {bi}∞i=1 (bi=2i−2)

and {lk}∞k=1 (lk=4k−4), respectively, and network-induced delays of these packets

are τ scbi = 20(ms) and τlk = 40(ms). Time diagram of effective packets with these

assumptions is shown in Figure 3.4. It is easy to see that 20(ms) ≤ t− bi ≤ 60(ms)

for t ∈ [2(i − 1)h + h, 2ih + h) ∀i ∈ N and 40(ms) ≤ t − lk ≤ 120(ms) for

t ∈ [4(k − 1)h + 2h, 4kh + 2h), ∀k ∈ N. In this network setting, we depict the

outputs y(t) and yr(t) under the traditional controller with GM1 and the network-

based controller with GM2 in Figure 3.5 and Figure 3.6, respectively.

Clearly, the traditional controller with GM1 can not ensure a stable tracking control

in the network environment, however, the proposed network-based controller with

GM2 achieves a stable and satisfactory tracking control. Moreover, in Figure 3.6,

it is calculated that ∥e(t)∥2 = 0.6512 and ω̄(t) = ∥r(t)∥2+ ∥ω(t)∥2 = 9.5537 for

t ∈ [0, 30s], which yields

∥e(t)∥2
∥ω̄(t)∥2

= 0.0682 < γmin = 0.1072. (3.43)

Now, we introduce another reference input r̃(t) and another disturbance input

ω̃(t) as follows

r̃(t) =


2, 5s ≤ t ≤ 15s
−2, 15s < t ≤ 25s
0, otherwise,

ω̃(t) =

{
0.05 sin(t), 10s ≤ t ≤ 20s
0, otherwise.

Using the proposed controller, we show the outputs y(t) and yr(t) in Figure 3.7.

Similarly, we can calculate ∥e(t)∥2 = 0.5548 and ω̄(t)=∥r̃(t)∥2+∥ω̃(t)∥2=8.9446 for

t ∈ [0, 30s]. It follows that

∥e(t)∥2
∥ω̄(t)∥2

= 0.0620 < γmin = 0.1072. (3.44)
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Figure 3.5: The outputs of the system (3.41) under a traditional controller [81] in a
network environment and the system (3.42) with r(t)
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Figure 3.6: The outputs of the system (3.41) under the proposed controller and the
system (3.42) with r(t)

In Figure 3.8, e1 and e2 depict output tracking errors of the plant (3.41) under the

obtained controller and the reference model (3.42) with two cases of reference inputs

r(t) and r̃(t), respectively, which show a satisfactory tracking control.

Lastly, we can conclude from Figure 3.3 and Figure 3.5 that a traditional con-

troller (3.3) developed by the method in [81] can not be used to achieve a stable

tracking control for the system (3.41)-(3.42) in a network environment. However, a
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Figure 3.7: The outputs of the system (3.41) under the proposed controller and the
system (3.42) with r̃(t)
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Figure 3.8: The output tracking errors between the system (3.41) under the proposed
controller and the system (3.42) with different reference inputs

stable and satisfactory tracking control can be produced by a network-based con-

troller (3.4) designed by Algorithm 3.1, which can be clearly seen from (3.43)-(3.44)

and Figure 3.6, Figure 3.7 and Figure 3.8.
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3.6 Summary

In this chapter, we have considered network-based output tracking control for a

linear system via an observer-based controller. The inputs of the linear system and

the observer-based tracking controller are asynchronously updated by available data

that suffer network-induced delays and packet dropouts in the sensor-to-actuator

channel and the sensor-to-controller channel, respectively. The resulting closed-loop

system has been modeled as a system with two different interval time-varying delays.

To ensure the closed-loop system with a prescribed H∞ tracking performance, a new

delay-dependent criterion has been derived in terms of linear matrix inequalities.

Notice that a separation principle can not be employed to design the observer gain

and the control gain due to the asynchronous inputs of the linear system and the

controller. Instead, a new design method has been proposed by applying the particle

swarm optimization technique with feasibility of the H∞ performance criterion. An

illustrative example has been given to show the effectiveness of the proposed method.



65

Chapter 4

Network-based fuzzy state
feedback tracking control using
asynchronous constraints

4.1 Introduction

Output tracking control for nonlinear systems has been applied in many fields of

science and engineering, including industrial and military systems, biology, economy

and other areas. Since many nonlinear systems can be represented by Takagi-Sugeno

(T-S) fuzzy models [100], [124], much work has been done to deal with the output

tracking control for a traditional T-S fuzzy system in the past decade, see [75], [81],

[82] and [131]. In these references, the nonlinear system via a T-S fuzzy model and

the fuzzy tracking controller are located together and connected in a point-to-point

manner, which means that the T-S fuzzy model and the fuzzy controller share same

IF-THEN rules and same continuous measurement of premise variables.

As a result of rapid advances in the network technology, modern feedback con-

trol systems become spatially distributed and dependent on a shared communication

network ([36], [153]). The use of the network in the feedback control systems in-

creases system flexibility, reduces cost of installation and maintenance, and enables

a remote execution of control tasks. Motivated by the above mentioned advantages

and the universal approximation property of a T-S fuzzy model, some researchers de-
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vote themselves to investigating modeling, stability and control of a network-based

T-S fuzzy system. The main feature of a network-based T-S fuzzy system is that

the T-S fuzzy model and the fuzzy controller exchange feedback and control signals

in the form of information packets through a digital network. The presence of a

control network inevitably leads to network-induced delays and packet dropouts in

the feedback control loop. Taking the effect of network-induced delays and pack-

et dropouts into account, much attention has recently been paid to solving several

control problems of a network-based T-S fuzzy system, for example, stabilization

[57], guaranteed cost control [156], [98], H∞ control [128], [157] and tracking con-

trol [54]. Notice that the network-based fuzzy controllers in [57], [98] and [156]

depend on available sampled-data measurement of feedback states and continuous

measurement of premise variables. However, these fuzzy controllers are not prac-

tical since their premise variables are impossible to be continuously measured in

a network environment due to sampling behaviors and data transmission. So the

control design methods in [57], [98] and [156] must be reevaluated before they are

applied in practice. By using the network-based fuzzy controllers associated with

available sampled-data measurement of both feedback states and premise variables,

the network-based T-S fuzzy systems in [54], [128] and [157] are represented by

asynchronous T-S fuzzy systems with an interval time-varying delay. It should be

mentioned that in [128] and [157], some routine relaxation methods for a traditional

T-S fuzzy system in [66], [80] and [122] are used to analyze H∞ performance and

design a fuzzy controller. But it is shown in [65] that these relaxation methods do not

work since the common product terms of membership functions in an asynchronous

T-S fuzzy system can not be grouped. Without using the relaxation methods in [66],

[80] and [122], a fuzzy tracking control design method is proposed in [54]. Howev-

er, As pointed out in [93], the design method in [54] does not show any advantage

over a linear tracking controller for the asynchronous fuzzy system. In addition, the
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knowledge of membership functions is not considered in the above control problems

of a network-based T-S fuzzy system.

In this chapter, we will investigate network-based state feedback tracking control

for T-S fuzzy systems by taking the knowledge of membership functions into consid-

eration. Using a network-based fuzzy controller that depends on available sampled-

data measurement of feedback states and premise variables, the network-based T-S

fuzzy system will be formulated by an asynchronous T-S fuzzy system with an inter-

val time-varying delay. Due to the asynchronous characteristic, a routine relaxation

method for stability analysis and controller design of a traditional T-S fuzzy sys-

tem can not be employed to analyze the H∞ tracking performance and design the

network-based fuzzy tracking controller of the asynchronous system. Instead, a new

relaxation method will be proposed by applying asynchronous constraints on mem-

bership functions to introduce some free-weighting matrices. By using the proposed

relaxation method and a discontinuous Lyapunov-Krasovskii functional, some new

criteria forH∞ tracking performance analysis and controller design will be derived in

terms of linear matrix inequalities. It is worth pointing out that the fuzzy controller

designed by using asynchronous constraints is essentially nonlinear and can ensure

a better H∞ tracking performance over a network-based linear controller provided

by [54]. The effectiveness of the design method will be illustrated by performing

network-based tracking control for the Duffing forced-oscillation system.

4.2 Modeling of network-based T-S fuzzy systems

Consider a smooth nonlinear control system on a compact region D, which can be

represented by the following T-S fuzzy model

Plant Rule Ri: IF θ1(t) isMi1 and θ2(t) isMi2 and · · · and θg(t) is Mig, THEN{
ẋ(t) = Aix(t) +Biu(t) + Eiω(t)
y(t) = Cix(t)

(4.1)

where i = 1, 2, . . . , r and r denotes the number of IF-THEN rules; x(t) ∈ Rn is
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the state vector, u(t) ∈ Rm is the control input vector, y(t) ∈ Rl is the output

vector, and ω(t) ∈ Rv is the external disturbance acting on the T-S fuzzy model

and ω(t) ∈ L2[0,∞); θ(t) = [θ1(t), θ2(t), . . . , θg(t)] is the premise variable; Mij (i=

1, 2, . . . , r; j=1, 2, . . . , g) are the fuzzy sets corresponding to premise variables θi(t)

(i = 1, 2, ..., g) and plant rules; Ai, Bi, Ci and Ei (i = 1, 2, . . . , r) are constant

matrices of appropriate dimensions.

By using a center average defuzzifier, a product fuzzy inference, and a singleton

fuzzifier, the global dynamic of the fuzzy system (4.1) is inferred
ẋ(t) =

r∑
i=1

µi(θ(t)) [Aix(t) +Biu(t) + Eiω(t)]

y(t) =
r∑

i=1

µi(θ(t))Cix(t)

(4.2)

where

0 ≤ µi(θ(t)) ≤ 1, i = 1, 2, ..., r,
r∑

i=1

µi(θ(t)) = 1.

In this chapter, we consider the network-based state feedback tracking control

for the system (4.2) with membership functions under the following assumptions

Assumption 4.1. [53] The time derivative of premise variable θ(t) in the fuzzy

membership functions is upper bounded, i.e., |θ̇(t)| ≤ ρ, where ρ > 0 is a known

positive constant.

Assumption 4.2. The fuzzy membership functions µi(θ(t)) are Lipschitz continuous

functions of premise variable θ(t) and with known Lipschitz constants ϵi on the

compact region D, where i=1, 2, . . . , r.

Remark 4.1. Notice that the common types of fuzzy membership functions are

Gaussian, Triangular, S-shaped, Trapezoidal and Bell curves. So it is reasonable

to assume that the membership functions (0 ≤ µi(θ(t)) ≤ 1) are Lipschitz con-

tinuous functions of θ(t) on the compact region D and the Lipschitz constants ϵi

(i=1, 2, . . . , r) can be easily computed.
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Figure 4.1: A setup of a network-based fuzzy tracking control system

Consider the following reference model{
ẋr(t) = Amxr(t) +Bmr(t)
yr(t) = Cmxr(t)

(4.3)

where xr(t)∈Rn̄, r(t)∈Rv̄ and yr(t)∈Rl are the state, the energy bounded input and

the output, respectively; Am, Bm and Cm are given constant matrices of appropriate

dimensions, and Am is a Hurwitz matrix.

The objective of this chapter is to design a network-based fuzzy controller which

can drive the output y(t) of the system (4.2) to follow the output yr(t) of the

reference model (4.3) as close as possible, see Figure 4.1. We assume that the fuzzy

controller shares same fuzzy sets with the fuzzy model (4.1) in the premise parts.

The sampled-data measurement of feedback states and premise variables (x(kh),

xr(kh) and θ(kh), ∀k∈Z, where h is the sampling period) is augmented as a single

packet with a time stamp and transmitted to the controller in the sensor-to-controller

channel. Due to the effects of network-induced delays and packet dropouts, x(bkh),

xr(bkh) and θ(bkh) (∀k ∈ N) are available to update the fuzzy controller at the

time instants {bkh + τ scbk }
∞
k=1, where bk (∀k ∈ N) are some nonnegative integers

which indicate the packets that successfully update the controller and τ scbk (∀k ∈ N)
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denote the corresponding sensor-to-controller delays. Then the network-based fuzzy

controller can be described by

Control Rule Ri: IF θ1(bkh) isMi1 and θ2(bkh) isMi2 and · · · and θg(bkh) is Mig,

THEN

u(t+) = F1ix(bkh) + F2ixr(bkh), t ∈ {bkh+ τ scbk }
∞
k=1 (4.4)

where u(t+) = limδ→t+0 u(δ), limδ→t+0 is a limit taken from the left, and F1i and

F2i (i = 1, 2, . . . , r) are feedback gains to be determined. Analogous to (4.2), the

network-based fuzzy controller is given byu(t
+) =

r∑
i=1

µi(θ(bkh))[F1ix(bkh) + F2ixr(bkh)]

t ∈ {bkh+ τ scbk }
∞
k=1, ∀k∈N.

(4.5)

The control signal u(t+) is transmitted to the actuator over a controller-to-actuator

channel. The actuator is has a computational hardware which can actively drop

outdated packets by using time stamped information. In consequence, u(t+) tagged

with lk (∀k ∈ N) is available for the actuator at the time instant lkh+τlk , where lk

(∀k∈N) are some nonnegative integers which indicate the control signals that suc-

cessfully update the actuator, {l1, l2, l3, ..., }⊆{b1, b2, b3, ..., }, {lk} is strictly increas-

ing, τlk =τ
sc
lk
+τ calk and τ calk denotes the controller-to-actuator delay. The actuator holds

the available data until next update. Let τ(t)= t−lkh for t ∈ [lkh+τlk , lk+1h+ τlk+1
)

(∀k∈N). One obtains the input of the system (4.1) u(t) =
r∑

i=1

µi(θ(lkh))[F1ix(t−τ(t))+F2ixr(t−τ(t))]

t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k∈N.

(4.6)

Defining τm=mink∈N{τlk} and τM =maxk∈N{(lk+1−lk)h+τlk+1
}, we have

0 < τm ≤ τ(t) ≤ τM , t ∈ [lkh+ τlk , lk+1h+ τlk+1
) (4.7)

where τ(t) is discontinuous at the time instants {lkh+ τlk} (∀k ∈ N) and piecewise-

linear with τ̇(t) = 1 for t ̸= {lkh+ τlk}∞k=1.
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Defining the output tracking error e(t) = y(t)−yr(t) and using (4.2), (4.3) and

(4.6), one can describe the augmented system by
ξ̇(t)=

r∑
i=1

r∑
j=1

µiµ
k
j [Āiξ(t)+B̄iF̄jξ(t−τ(t))+Ēiω̄(t)]

e(t)=
r∑

i=1

µiC̄iξ(t), t ∈ [lkh+ τlk , lk+1h+ τlk+1
)

(4.8)

where

ξ(t) =
[
xT (t) xTr (t)

]T
, ω̄(t) =

[
ωT (t) rT (t)

]T
,

Āi=

[
Ai 0
0 Am

]
, B̄i=

[
Bi

0

]
, Ēi=

[
Ei 0
0 Bm

]
,

C̄i=
[
Ci −Cm

]
, F̄i=

[
F1i F2i

]
,

µi=µi(θ(t))≥0, µk
i =µi(θ(lkh))≥0, i=1, 2, ..., r,

r∑
i=1

µi=
r∑

i=1

µk
i =1, ∀k ∈ N.

We supplement the initial condition of the system (4.8) as ξ(t)=ϕ(t), t ∈ [t0−τM , t0],

where ϕ(t) is a continuous function on [t0 − τM , t0], ϕ(t0)=[xT0 x
T
r0]

T , and x0=x(t0)

and xr0=xr(t0) are initial states of the system (4.2) and the reference model (4.3),

respectively. For the system (4.8), we choose the following H∞ tracking performance∫ tf

t0

eT (t)Ue(t)dt ≤ V (ξt0) + γ2
∫ tf

t0

ω̄T (t)ω̄(t)dt (4.9)

where t0 is the initial time that the actuator starts to work, tf is the terminal time,

γ > 0 is the prescribed H∞ tracking performance, U > 0 is the weighting matrix,

and V (ξt0) is the energy function of initial states.

To achieve the output tracking control objective, the network-based fuzzy con-

troller (4.5) is designed such that the augmented system (4.8) is asymptotically

stable with a prescribed H∞ tracking performance, which means that

1) the system (4.8) with ω̄(t)=0 is asymptotically stable;

2) the output tracking error e(t) satisfies the H∞ tracking performance (4.9), for

all nonzero ω̄(t)∈L2[t0,∞).
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Remark 4.2. The network-based fuzzy controller (4.5) depends on available mea-

surement of premise variables and feedback states which are involved in the network

transmission and subjected to network-induced delays and packet dropouts. Us-

ing such a fuzzy controller, the network-based T-S fuzzy system is represented by

the asynchronous T-S fuzzy system (4.8). As pointed out in [65], the asynchronous

membership functions of the system (4.8) make it difficult to analyze the H∞ perfor-

mance and design the fuzzy controller. Notice that there are some results available

on fuzzy H∞ control for a network-based nonlinear system which is modeled as an

asynchronous T-S fuzzy system [54], [128] and [157]; however, the knowledge of asyn-

chronous membership functions is not considered in the H∞ performance analysis

and controller design, which may lead to conservative results, see [93]. To utilize the

asynchronous characteristic, we introduce the following asynchronous constraints on

membership functions

|µi − µk
i | ≤ δi, i = 1, 2, ..., r (4.10)

where δi>0 (i=1, 2, ..., r) are some positive constants. It follows from Assumption

4.1 and 4.2 that

|θ(t)− θ(lkh)| ≤
∫ t

t−τ(t)

|θ̇(s)|ds ≤ ρτM ,

|µi(θ(t))−µi(θ(lkh))|≤ϵi|θ(t)−θ(lkh)|, i=1, 2, ..., r.

Then we have δi=min{1, ϵiρτM} (i=1, 2, ..., r). It should be mentioned that if the

T-S fuzzy system has available upper bounds of the time derivatives of membership

functions [123], i.e., there exist φi>0 (i = 1, 2, ..., r) such that

|µ̇i| = |∂µi(θ(t))

∂θ(t)
θ̇(t)| ≤ φi, i = 1, 2, ..., r,

one can easily calculate that

|µi − µk
i | = |

∫ s

s−τ(s)

µ̇idt| ≤ τMφi, i = 1, 2, ..., r.

Then we have δi=min{1, τMφi} (i=1, 2, ..., r).
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4.3 Performance analysis of state feedback track-

ing control

In this section, we will analyze H∞ tracking performance for the fuzzy system (4.8)

by using the asynchronous constraint (4.10). Lemma 2.1 and Lemma 2.2 are needed

to derive a delay-dependent criterion for H∞ tracking performance analysis.

In the following, by finding a Lyapunov-Krasovskii functional (LKF) V (t) satis-

fying the condition (2.7)-(2.10), we will derive a new delay-dependent criterion. For

simplicity of presentation, let

ηT (t) = [ηT1 (t) ηT2 (t)],

ηT1 (t) = [ξT (t) ξ̇T (t) ξT (t− τ(t))],

ηT2 (t) = [ξT (t− τ̄(t)) ξT (t−τm) ξT (t−τM)],

e1 = [I 0 0 0 0 0]p×6p,

e2 = [0 I 0 0 0 0]p×6p,

e3 = [0 0 I 0 0 0]p×6p,

e4 = [0 0 0 I 0 0]p×6p,

e5 = [0 0 0 0 I 0]p×6p,

e6 = [0 0 0 0 0 I]p×6p

where ei (i = 1, 2, ..., 6) are p×6p matrices; I denotes a p × p identity matrix, the

others in ei (i= 1, 2, ..., 6) are p × p zero matrices; p is the dimension of ξ(t) and

p = n+n̄. The delay-dependent criterion is given by

Proposition 4.1. Given positive scalars γ, τm, τM and δi (i = 1, 2, ..., r), gain

matrices F̄i (i=1, 2, ..., r) and a weighting matrix U >0, the system (4.8) is asymp-

totically stable with an H∞ tracking performance if there exist symmetric matrices

P >0, Qi>0 (i=1, 2), Ri>0 (i=1, 2, 3, 4) and matrices Si (i=1, 2, 3), Xi (i=1, 2),

Mi, Ni (i=1, 2, ..., r) and Tij (i, j=1, 2, ..., 2r) such that the following linear matrix
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inequalities (LMIs) hold for i, j = 1, 2, ..., r:
Ξ1
ij ∗ ∗ ∗
Γi −γ2I ∗ ∗
δS1 0 −δR2 ∗
δS3 0 0 −δR3

 < 0 (4.11)

 Ξ2
ij ∗ ∗
Γi −γ2I ∗
δS2 0 −δR2

 < 0 (4.12)


T11 ∗ · · · ∗
T21 T22 · · · ∗
...

...
. . .

...
T2r,1 T2r,2 · · · T2r,2r

 < 0 (4.13)

Tij + Tji − 2Mi ≤ 0 (4.14)

− 2Nj − T(j+r)(i+r) − T(i+r)(j+r) ≤ 0 (4.15)

where

Ξ1
ij =Ω0

ij + eT1 C̄
T
i UC̄ie1 − E0ΥijE

T
0 ,

Ξ2
ij =Ω0

ij + δΩ1
ij + eT1 C̄

T
i UC̄ie1 − E0ΥijE

T
0 ,

Ω0
ij =e

T
1 (X

T
1 Āi+Ā

T
i X1+Q1+Q2−R1−R4)e1+e

T
1 Pe2

+ eT1 (Ā
T
i X2−XT

1 )e2+e
T
1X

T
1 B̄iF̄je3+e

T
1R4e4

+ eT1R1e5+e
T
2 (P−X1+X

T
2 Āi)e1+e

T
3 F̄

T
j B̄

T
i X1e1

+ eT4R4e1+e
T
5R1e1+e

T
2 (τ

2
mR1+δR2−X2−XT

2 )e2

+ eT2X
T
2 B̄iF̄je3+e

T
3 F̄

T
j B̄

T
i X2e2−eT4R4e4−eT5Q1e5

− eT5R1e5+(e5− e3)
TS1+S

T
1 (e5− e3)+S

T
2 (e3− e6)

− eT6Q2e6+(e3−e6)TS2+S
T
3 (e1−e4)+(e1−e4)TS3,

Ω1
ij =e

T
1R4e2+e

T
2R4e1+e

T
2R3e2−eT2R4e4−eT4R4e2,

Υij =
Tij+Tji+T(i+r)(j+r)+T(j+r)(i+r)

2
+Ti(j+r)+T(j+r)i

−
r∑

k=1

δk

[
Mi−

Tik+Tki
2

+Nj+
T(j+r)(k+r)+T(k+r)(j+r)

2

]
,

Γi =Ē
T
i X1e1+Ē

T
i X2e2, δ = τM − τm, E0 =

[
eT1 eT2 eT3

]
.
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Proof: Choose the following LKF for the system (4.8)

V (t) =

∫ 0

−τm

ξT (t+ s)Q1ξ(t+ s)ds+

∫ 0

−τM

ξT (t+ s)Q2ξ(t+ s)ds

+ ξT (t)Pξ(t) + τm

∫ 0

−τm

∫ 0

s

ξ̇T (t+ θ)R1ξ̇(t+ θ)dθds

+

∫ −τm

−τM

∫ 0

s

ξ̇T (t+ θ)R2ξ̇(t+ θ)dθds

+ (τM−τ(t))
∫ 0

−τ̄(t)

ξ̇T (t+ θ)R3ξ̇(t+ θ)dθ

+ (τM−τ(t))χT (t)R4χ(t) (4.16)

where P > 0, Qi > 0 (i = 1, 2) and Ri > 0 (i = 1, 2, 3, 4), χ(t) = x(t)−x(t − τ̄(t)),

τ̄(t)=τ(t)−τlk and τ(t)= t−lkh for t ∈ [lkh+τlk , lk+1h+τlk+1
), ∀k∈N.

We first show that the LKF (4.16) satisfies the condition (2.7) for P >0, Qi>0

(i = 1, 2) and Ri > 0 (i = 1, 2, 3, 4). It is clear to see that V (t) ≥ λlk∥ξ(t)∥2 for

t ∈ [lkh+ τlk , lk+1h+ τlk+1
), where λlk > 0 (∀k ∈ N). Notice that

∪∞
k=0[lkh+

τlk , lk+1h+τlk+1
) = [t0,∞), we have V (t) ≥ ε1∥ξ(t)∥2 for t ∈ [lTh+τlT ,∞), where

ε1 =
∑k=T

k=1 {λlk} > 0. For P >0, Qi>0 (i=1, 2) and Ri>0 (i=1, 2, 3, 4), we have

V (t) ≤κ1 max
θ∈[−τM , 0]

∥ξt(θ)∥2+κ2 max
θ∈[−τM , 0]

∥ξ̇t(θ)∥2 (4.17)

where

κ1 =λmax(P )+τmλmax(Q1)+τMλmax(Q2),

κ2 =τ
3
mλmax(R1)+τM(τM − τm)λmax(R2)

+ (τM−τm)3[λmax(R3)+λmax(R4)].

Second, we show that the LKF (4.16) satisfies the condition (2.8) for some ma-

trices P > 0, Qi > 0 (i = 1, 2) and Ri > 0 (i = 1, 2, 3, 4). In the LKF (4.16), R3,

R4-dependent terms are discontinuous at updating instants {lkh+τlk}∞k=1 and do not

increase along {lkh+τlk}∞k=1 since they are non-negative before lkh+τlk and become

zero just after lkh+τlk , ∀k∈N; the other terms are continuous on [t0, ∞). Thus, we

obtain the condition (2.8).
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Third, we consider the asymptotic stability for the system (4.8) with ω̄(t) = 0.

Taking the derivative of the LKF (4.16) along the trajectory of the system (4.8)

with ω̄(t)=0, we have

V̇ (t)= 2
r∑

i=1

r∑
j=1

µiµ
k
jη

T (t)(eT1X
T
1 +e

T
2X

T
2 )(Āie1+B̄iF̄je3−e2)η(t)

+ ηT (t)[eT1 (Q1+Q2−R1−R4)e1+e
T
1 Pe2+e

T
1R4e4]η(t)

+ ηT (t)[(τM−τ(t))(eT1R4e2+e
T
2R4e1)+e

T
1R1e5+e

T
2 Pe1]η(t)

+ ηT (t)[eT4R4e1+e
T
5R1e1+e

T
2 (τ

2
mR1+δR2)e2]η(t)

− ηT (t)[eT4R4e4+e
T
5 (R1+Q1)e5+e

T
6Q2e6η(t)]η(t)

− ηT (t)[(τM−τ(t))(eT2R4e4+e
T
4R4e2−eT2R3e2)]η(t)

− τm

∫ t

t−τm

ξ̇T (s)R1ξ̇(s)ds−
∫ t−τm

t−τ(t)

ξ̇T (s)R2ξ̇(s)ds

−
∫ t−τ(t)

t−τM

ξ̇T (s)R2ξ̇(s)ds−
∫ t

t−τ̄(t)

ξ̇T (s)R3ξ̇(s)ds (4.18)

for t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k ∈ N.

Using Jensen integral inequality, we obtain

−τm
∫ t

t−τm

ξ̇T (s)R1ξ̇(s)ds ≤ −ηT (t)(e1−e5)TR1(e1−e5)η(t). (4.19)

Applying Lemma 2.2 with E = e5 − e3, ψ = η(t) and Z = S1 in Chapter 2 to the

term −
∫ t−τm
t−τ(t)

ξ̇T (s)R2ξ̇(s)ds yields

−
∫ t−τm

t−τ(t)

ξ̇T (s)R2ξ̇(s)ds ≤ηT (t)
[
(e5−e3)TS1+S

T
1 (e5−e3)

]
η(t)

+ (τ(t)−τm)ηT (t)ST
1 R

−1
2 S1η(t). (4.20)

Similarly, the following inequalities hold

−
∫ t−τ(t)

t−τM

ξ̇T (s)R2ξ̇(s)ds ≤ηT (t)
[
(e3−e6)TS2+S

T
2 (e3−e6)

]
η(t)

+ (τM−τ(t))ηT (t)ST
2 R

−1
2 S2η(t) (4.21)

−
∫ t

t−τ̄(t)

ξ̇T (s)R3ξ̇(s)ds ≤ηT (t)
[
(e1−e4)TS3+S

T
3 (e1−e4)

]
η(t)

+ (τ(t)−τm)ηT (t)ST
3 R

−1
3 S3η(t). (4.22)
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Then it follows from (4.18)-(4.22) that

V̇ (t) ≤
r∑

i=1

r∑
j=1

µiµ
k
jη

T (t)Ω0
ij(t)η(t) (4.23)

for t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k ∈ N, where

Ω0
ij(t)=Ω1

ij(t)+Ω2
ij(t)+Ω0

ij,

Ω1
ij(t)=(τM−τ(t))(ST

2 R
−1
2 S2+Ω1

ij),

Ω2
ij(t)=(τ(t)−τm)(ST

1 R
−1
1 S1+S

T
3 R

−1
3 S3).

We are now in a position to prove that

r∑
i=1

r∑
j=1

µiµ
k
jΩ

0
ij(t)<0 (4.24)

for t ∈ [lkh + τlk , lk+1h + τlk+1
), ∀k ∈ N. Since Ω0

ij(t) is a convex combination of

Ω1
ij(t) and Ω2

ij(t) on τ(t) ∈ [τm, τM ], one can see that (4.24) holds if (4.13) and the

following inequalities are satisfied

r∑
i=1

r∑
j=1

µiµ
k
jΦ

l
ij <−

r∑
i=1

r∑
j=1

µk
i µ

k
jE0T(i+r)(j+r)E

T
0 −

r∑
i=1

r∑
j=1

µiµjE0TijE
T
0

+
r∑

i=1

r∑
j=1

µiµ
k
j [Φ

l
ij−E0(Ti(j+r)+T(j+r)i)E

T
0 ]<0 (4.25)

for l = 1, 2 and t ∈ [lkh+ τlk , lk+1h+ τlk+1
), ∀k ∈ N, where

Φ1
ij = Ω0

ij+Ω1
ij(t)|τ(t)=τm ,

Φ2
ij = Ω0

ij+Ω2
ij(t)|τ(t)=τM .

Notice that

−
r∑

i=1

r∑
j=1

µiµjTij = −
r∑

i=1

r∑
j=1

[µiµ
k
j + µi(µj − µk

j )]
Tij + Tji

2
(4.26)

−
r∑

i=1

r∑
j=1

µk
i µ

k
jT(i+r)(j+r) = −

r∑
i=1

r∑
j=1

[µiµ
k
j − (µi − µk

i )µ
k
j ]
T(i+r)(j+r)+T(j+r)(i+r)

2
.

(4.27)
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And some free-weighting matricesMi and Ni (i=1, 2, ..., r) with appropriate dimen-

sions are introduced by

r∑
i=1

r∑
j=1

µi(µj − µk
j )Mi = 0 (4.28)

r∑
i=1

r∑
j=1

(µi − µk
i )µ

k
jNj = 0. (4.29)

Under Assumption 4.1 and Assumption 4.2, we obtain |µi − µk
i | ≤ δi. If the LMIs

(4.11)-(4.13) are satisfied, it follows from (4.25)-(4.29) that

r∑
i=1

r∑
j=1

µiµ
k
j (Φ

l
ij − E0ΥijE

T
0 ) < 0 (4.30)

for t ∈ [lkh+τlk , lk+1h+τlk+1
), ∀k ∈ N. Using Schur complement to the LMIs (4.13)-

(4.14), one can obtain (4.30), which implies that the inequality (4.24) holds. Then

the system (4.8) is asymptotically stable if the LMIs (4.11)-(4.14) are satisfied.

Lastly, we consider the H∞ tracking performance (4.9) for the system (4.8).

Taking the derivative of the LKF (4.16) along (4.8), we have

V̇ (t) ≤
r∑

i=1

r∑
j=1

µiµ
k
j

[
η(t)
ω(t)

]T[
Φ̃0

ij(t) ∗
Γi −γ2I

] [
η(t)
ω(t)

]
− eT (t)Ue(t)+γ2ωT (t)ω(t) (4.31)

for t ∈ [lkh+τlk , lk+1h+τlk+1
), ∀k ∈ N, where

Φ̃0
ij(t) = Φ0

ij(t) + eT1 C̄
T
i UC̄ie1.

Using the convex combination technique and Schur complement to the LMIs (4.11)-

(4.14), we have [
Φ̃0

ij(t)− E0ΥijE T
0 ∗

Γi −γ2I

]
< 0. (4.32)

From (4.31) and (4.32), one can see that V̇ (t) + eT (t)Ue(t)− γ2ω̄T (t)ω̄(t) < 0 holds

for t ∈ [lkh+τlk , lkh+τlk) (∀k ∈ N). Then the H∞ tracking performance (4.9) is

ensured for the system (4.8), which completes the proof.
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Remark 4.3. Notice that in the proof of Proposition 4.1, (1) the inherent piecewise-

linear time-varying delay information τ̇(t)=1 on [lkh+τlk , lk+1h+τlk+1
) (∀k ∈ N) is

fully used; (2) the knowledge about premise variables and fuzzy membership func-

tions (ρ and ϵi, i=1, 2, ..., r) is considered; and (3) some free-weighting matricesMi,

Ni (i=1, 2, ..., r) and Tij (i, j=1, 2, ..., 2r) are introduced by using the asynchronous

constraint (4.10) on membership functions. Thus, it is expected that Proposition

4.1 is of less conservatism.

Remark 4.4. For network-based T-S fuzzy systems in [128] and [156], some routine

relaxation methods in [66], [80] and [122] are used to analyze the stability and design

the fuzzy controller. However, this is not the case for the system (4.8) because all

the relaxation methods in [66], [80] and [122] are based on the following partition

ξT (t)

(
r∑

i=1

µ2
iΦii +

r∑
i=1

∑
i<j≤r

µiµj(Φij + Φji)

)
ξ(t), (4.33)

and this partition does not hold for the system (4.8) with µi ̸=µk
j for i=j. Instead,

we use the asynchronous constraint (4.10) to introduce some free-weighting matrices

in the H∞ tracking performance analysis of the system (4.8). The introduction of

these matrices in Proposition 4.1 can allow the existence of a network-based fuzzy

controller with different control gains for different fuzzy control rules at the cost of

computational complexity, see [93].

If the lower bound of network-induced delays is assumed to zero, i.e., τm=0, one

can obtain the following result.

Proposition 4.2. Given positive scalars γ, τM , and δi (i=1, 2, ..., r), gain matrices

F̄i (i=1, 2, ..., r) and a weighting matrix U > 0, the system (4.8) is asymptotically

stable with an H∞ tracking performance if there exist symmetric matrices P > 0,

Q2 > 0, Ri > 0 (i= 2, 3, 4) and matrices Si (i= 1, 2, 3), Xi (i= 1, 2), Mi, Ni (i=

1, 2, ..., r) and Tij (i, j=1, 2, ..., 2r) such that (4.11)-(4.15) hold for i, j = 1, 2, ..., r,
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where δ=τM and

Ω0
ij=e

T
1 (X

T
1 Āi+Āi

T
X1+Q2−R4)e1+e

T
1 (P−XT

1 +e
T
1 Āi

T
X2)e2

+ eT1X
T
1 B̄iF̄je3+e

T
3 F̄

T
j B̄

T
i X1e1+e

T
1R4e4+e

T
4R4e1−eT4R4e4

+ eT2 (τMR2−X2−XT
2 )e2+e

T
2X

T
2 B̄iF̄je3+e

T
3 F̄

T
j B̄

T
i X2e2

− eT5Q2e5+(e1−e3)TS1+S
T
1 (e1−e3)+ST

2 (e3−e5)

+ (e3−e5)TS2+S
T
3 (e1−e4)+(e1−e4)TS3,

e1=[I 0 0 0 0]p×5p,

e2=[0 I 0 0 0]p×5p,

e3=[0 0 I 0 0]p×5p,

e4=[0 0 0 I 0]p×5p,

e5=[0 0 0 0 I]p×5p.

Proof: The proof is similar to that of Proposition 4.1 and omitted.

4.4 Fuzzy state feedback tracking control design

We now establish a delay-dependent criterion on the existence of a network-based

H∞ fuzzy tracking controller for the systems (4.2)-(4.3). The criterion is given by

Proposition 4.3. Given some positive scalars γ, τm, τM and δi (i= 1, 2, ..., r), a

tuning parameter σ, and a weighting matrix U >0, the system (4.8) is asymptotically

stable with the H∞ tracking performance γ if there exist symmetric matrices P̄ >0,

Q̄i>0 (i=1, 2), R̄i>0 (i=1, 2, 3, 4), and some matrices X̄, S̄i (i=1, 2, 3), Yi, M̄i,

N̄i (i=1, 2, ..., r), T̄ij (i, j=1, 2, ..., 2r) such that the following inequalities hold for

i, j = 1, 2, ..., r: 
Ξ̄1
ij ∗ ∗ ∗ ∗
Γ̄i −γ2I ∗ ∗ ∗
δS̄1 0 −δR̄2 ∗ ∗
δS̄3 0 0 −δR̄3 ∗
C̄iX̄e1 0 0 0 −U−1

 < 0 (4.34)
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
Ξ̄2
ij ∗ ∗ ∗
Γ̄i −γ2I ∗ ∗
δS̄2 0 −δR̄2 ∗
C̄iX̄e1 0 0 −U−1

 < 0 (4.35)


T̄11 ∗ · · · ∗
T̄21 T̄22 · · · ∗
...

...
. . .

...
T̄2r,1 T̄2r,2 · · · T̄2r,2r

 < 0 (4.36)

T̄ij + T̄ji − 2M̄i ≤ 0 (4.37)

− 2N̄j − T̄(j+r)(i+r) − T̄(i+r)(j+r) ≤ 0 (4.38)

where ei (i = 1, 2, ..., 6) are given in Proposition 4.1 and

Ξ̄1
ij =Ω̄0

ij − E0ῩijE
T
0 ,

Ξ̄2
ij =Ω̄0

ij + δΩ̄1
ij − E0ῩijE

T
0 ,

Ω̄0
ij =e

T
1 (ĀiX̄+X̄T Āi

T
+Q̄1+Q̄2−R̄1−R̄4)e1 + eT1 (P̄−X̄+σX̄T Āi

T
)e2

+ eT2 (P̄−X̄T+σĀiX̄)e1+e
T
1 B̄iYje3+e

T
3 Y

T
j B̄

T
i e1+e

T
1 R̄4e4+e

T
4 R̄4e1

+ eT1 R̄1e5+e
T
5 R̄1e1+e

T
2 (τ

2
mR̄1−σX̄−σX̄T )e2+e

T
2 δR̄2e2+e

T
2 σB̄iYje3

+ eT3 σY
T
j B̄

T
i e2−eT4 R̄4e4−eT5 (Q̄1+R̄1)e5−eT6 Q̄2e6+(e5− e3)

T S̄1

+ S̄T
1 (e5− e3)+S̄

T
2 (e3− e6)+(e3−e6)T S̄2+S̄

T
3 (e1−e4)+(e1−e4)T S̄3,

Ω̄1
ij =e

T
1 R̄4e2+e

T
2 R̄4e1+e

T
2 R̄3e2−eT2 R̄4e4−eT4 R̄4e2, Γ̄i = ĒT

i e1+σĒ
T
i e2,

Ῡij =(T̄ij+T̄ji+T̄(i+r)(j+r)+T̄(j+r)(i+r))/2+T̄i(j+r)+T̄(j+r)i

−
r∑

k=1

δk[M̄i−(T̄ik+T̄ki)/2+N̄j+(T̄(j+r)(k+r)+T̄(k+r)(j+r))/2].

Moreover, the control gains F̄i are given by F̄i = YiX̄
−1 (i = 1, 2, . . . , r).

Proof: From Proposition 4.1, we can see that the system (4.8) is asymptotically

stable with an H∞ tracking performance if the LMIs (4.11)-(4.15) are satisfied. Pre-

and post-multiplying both sides of the inequality (4.11) with diag{∆,∆, I, X̄, X̄}T

and its transpose, the inequality (4.12) with diag{∆,∆, I, X̄}T and its transpose,

the inequality (4.13) with diag{∆,∆, ...,∆}T6pr×6pr and its transpose, the inequal-

ities (4.14) and (4.15) with ∆T and its transpose, respectively, and introducing



82
Chapter 4. Network-based fuzzy state feedback tracking control using

asynchronous constraints

∆ =diag{X̄, X̄, X̄}, X̄ = X−1
1 = σX−1

2 , P̄ = X̄TPX̄, Q̄i = X̄TQiX̄ (i = 1, 2),

R̄i = X̄TRiX̄ (i = 1, 2, 3, 4), S̄T
i = diag{∆, ∆}TST

i X̄ (i = 1, 2, 3), T̄ij = ∆TTij∆

(i, j =1, 2, ..., 2r), Yi =FiX̄, M̄i =∆TMi∆ and N̄i =∆TNi∆ (i=1, 2, ..., r), we can

obtain the LMIs (4.34)-(4.38) by using Schur complement.

If information about asynchronous membership functions is not considered in

the tracking control design, one has the following corollary.

Corollary 4.1. Given some positive scalars γ, τm and τM , a tuning parameter σ,

and a weighting matrix U >0, the system (4.8) is asymptotically stable with the H∞

tracking performance γ if there exist symmetric matrices P̄ > 0, Q̄i > 0 (i= 1, 2),

R̄i>0 (i=1, 2, 3, 4), and some matrices X̄, S̄i (i=1, 2, 3), Yi, M̄i, N̄i (i=1, 2, ..., r),

T̄ij (i, j=1, 2, ..., 2r) such that

Π0
ij < 0, i, j = 1, 2, ..., r (4.39)

Π1
ij < 0, i, j = 1, 2, ..., r (4.40)

where

Π0
ij =


Ω̄0

ij ∗ ∗ ∗ ∗
Γ̄i −γ2I ∗ ∗ ∗
δS̄1 0 −δR̄2 ∗ ∗
δS̄3 0 0 −δR̄3 ∗
C̄iX̄e1 0 0 0 −U−1

 ,

Π1
ij =


Ω̄0

ij + δΩ̄1
ij ∗ ∗ ∗

Γ̄i −γ2I ∗ ∗
δS̄2 0 −δR̄2 ∗
C̄iX̄e1 0 0 −U−1

 ,
and Ω̄0

ij, Ω̄
1
ij and Γ̄i (i, j=1, 2, ..., r) are defined in Proposition 4.3.

The following proposition establishes the relationship between Proposition 4.3

and Corollary 4.1.

Proposition 4.4. If the conditions of Corollary 4.1 are satisfied, then the conditions

of Proposition 4.3 are satisfied.
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Proof: From (4.39) and (4.40), it can be seen that there exist some small scalars

εi > 0 (i = 1, 2, ..., r) such that Π0
ij < −(εi+εj)Iq×q and Π1

ij < −(εi+εj)Iq×q for

i, j=1, 2, ..., r, where q=8p+v+ v̄+ l. On the other hand, choosing Mi=−εiI3p×3p,

Nj=−εjI3p×3p, T̄ij=0 for i ̸= j, T̄ii=−εiI3p×3p, T̄(j+r)(i+r)=0 for i ̸= j, T̄(j+r)(j+r)=

−εjI3p×3p, T̄i(j+r) = T̄(j+r)i = 0, where i, j = 1, 2, ..., r, one can see that the LMIs

(4.34)-(4.38) are satisfied. This completes the proof.

Remark 4.5. Proposition 4.3 can be effectively used to design the network-based

fuzzy tracking controller such that the system (4.8) with available δi (i=1, 2, ..., r) is

asymptotically stable with a prescribed H∞ tracking performance. If δi are unknown

or δi > 1, one can choose Corollary 4.1 for tracking controller design. However, in

this case, only a network-based linear controller can be developed and the control

design method is conservative, see [93].

In the case τm = 0, we have the following proposition

Proposition 4.5. Given positive scalars γ, τM and δi (i = 1, 2, ..., r), a tuning

parameter σ, and a weighting matrix U >0, the system (4.8) is asymptotically stable

with the H∞ tracking performance γ if there exist symmetric matrices P̄ >0, Q̄2>0,

R̄i > 0 (i= 2, 3, 4), and matrices X̄, S̄i (i= 1, 2, 3), Yi, M̄i, N̄i (i= 1, 2, ..., r), T̄ij

(i, j = 1, 2, ..., 2r) such that (4.34)-(4.38) hold for i, j = 1, 2, ..., r, where δ = τM , ei

(i=1, 2, ..., 5) are given in Proposition 4.2 and

Ω̄0
ij =e

T
1 (ĀiX̄+X̄T Āi

T
+Q̄2−R̄4)e1+e

T
1 (σX̄

T Āi
T−X̄)e2

+ eT1 P̄ e2+e
T
1 B̄iYje3+e

T
1 R̄4e4+e

T
2 (σĀiX̄−X̄T )e1

+ eT2 P̄ e1+e
T
3 Y

T
j B̄

T
i e1+e

T
4 R̄4e1−eT2 (σX̄+σX̄T )e2

+ eT2 τM R̄2e2+e
T
2 σB̄iYje3+e

T
3 σY

T
j B̄

T
i e2−eT4 R̄4e4

− eT5 Q̄2e5+(e1− e3)
T S̄1+ S̄T

1 (e1− e3)+S̄
T
2 (e3− e5)

+ (e3−e5)T S̄2+S̄
T
3 (e1−e4)+(e1−e4)T S̄3.

Moreover, the control gains F̄i are given by F̄i = YiX̄
−1 (i = 1, 2, . . . , r).
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Remark 4.6. In [54], x(t) and xr(t) are assumed to be with same dimensions.

Defining e(t)=x(t)−xr(t), the network-based control system is modeled as ė(t) =
r∑

i=1

r∑
j=1

µiµ
k
j [Aie(t) +BiFje(lkh) + ωe(t)]

t ∈ [lkh+τlk , lk+1h+τlk+1
),∀k ∈ N

(4.41)

where

ωe(t) =
r∑

i=1

µi [(Ai − Am)xr(t) + Eiω(t)−Bmr(t)] .

It should be mentioned that Proposition 4.3 and 4.5 with alterations Āi=Ai, B̄i=Bi,

F̄i=Fi, C̄i=I and Ēi=I (i = 1, 2, ..., r) can be used to design a network-based fuzzy

controller such that the tracking error system (4.41) with available δi (i = 1, 2, ..., r)

is asymptotically state with a prescribed H∞ tracking performance. An example

will be given to show the advantage of the proposed method over the result in [54].

4.5 An example

In this section, we will illustrate the effectiveness of the proposed design method

by performing the network-based tracking control for the Duffing forced-oscillation

system, which is described by
ẋ(t)=

2∑
i=1

µi(x1(t))[Aix(t)+Biu(t)+Eiω(t)]

y(t) =
2∑

i=1

µi(x1(t))Cix(t)

(4.42)

where

A1 =

[
0 1
0 −0.1

]
, A2=

[
0 1

−25 −0.1

]
, Bi=Ei=

[
0
1

]
, Ci=

[
1 0

]
, i = 1, 2,

x(t) =
[
xT1 (t) xT2 (t)

]T
, µ1(x1(t)) = 1− x21(t)/25, µ2(x1(t))=x

2
1(t)/25.

In the following, we consider the tracking control for two cases of network-based

T-S fuzzy systems, i.e., the system described by (4.8) and the system described by
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(4.41). In the first case, we perform the output tracking control through a network-

based fuzzy controller designed by Proposition 4.3. In the second case, we show the

advantage of Proposition 4.5 over Theorem 1 in [54].

Case I: choose the following reference model{
ẋr = −xr(t) + r(t)
yr(t) = xr(t).

(4.43)

Suppose that a communication network is inserted between the system (4.42) and

the following fuzzy tracking controller

u(t) =
2∑

i=1

µi(x1(t))[F1ix(t) + F2ixr(t)]. (4.44)

Using the modeling process in Section II, we have the augmented system (4.8) with

the following matrices

Ā1 =

 0 1 0
0 −0.1 0
0 0 −1

 , B̄1=

 0
1
0

 , Ē1=

 0 0
1 0
0 1

 ,
Ā2 =

 0 1 0
−25 −0.1 0
0 0 −1

 , B̄2=

 0
1
0

 , Ē2=

 0 0
1 0
0 1

 ,
C̄1 = [1 0 − 1] , C̄2 = [1 0 − 1] .

It is assumed that the compact region D=[−5, 5]×[−4, 4]. For t ∈ [lkh+τlk , lk+1h+

τlk+1
) (∀k ∈ N), we have

|x1(t)−x1(lkh)|≤
∫ t

t−τ(t)

|ẋ1(s)|ds≤4τM ,

|µi−µk
i |≤|x1(t)+x1(lkh)||x1(t)−x1(lkh)|/25≤1.6τM , i = 1, 2.

Then δi =min{1, 1.6τM} (i=1, 2). Given τm =30(ms), τM =90(ms) and U = I2×2.

Applying Proposition 4.3 with σ=0.2 and δi =0.144 (i=1, 2), one can obtain the

minimum H∞ tracking performance γmin = 0.38 and the corresponding fuzzy gains

F11=[−33.7161 − 8.7109], F21=27.5881, F12=[−9.8056 − 8.6784], F22=27.6524.

When δi (i=1, 2) are unavailable, one can use Corollary 4.1 with σ=0.2 to obtain
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0 2 4 6 8 10 12 14 16 18 20
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

Time (Sec)

y1

y2

y
r

Figure 4.2: The outputs of the system (4.42)-(4.43)

γmin = 0.64 and F11 = F12 = [−23.8429 − 8.6894], F21 = F22 = 21.2722. Clearly,

the obtained fuzzy controller with Fj1 ̸= Fj2 (j = 1, 2) is nonlinear and the fuzzy

controller with Fj1=Fj2 (j=1, 2) is essentially linear.

We now compare the tracking effect between the obtained nonlinear controller

and the linear controller in simulation. Choose the sampling period h = 30(ms),

the initial states x(0)= [0 − 3]T , xr(0)=−2, and the reference input r(t)= cos(t).

We assume that network-induced delay τlk (∀k ∈ N) vary in [30(ms), 60(ms)]

and no packet dropout occurs in the network transmission. Figure 4.2 and Figure

4.3 shows the output responses of the systems (4.42)-(4.43) and the corresponding

output tracking error, respectively. In Figure 4.2, y1 and y2 are the output responses

of the system (4.42) controlled by the controller with Fj1 ̸= Fj2 and the controller

with Fj1=Fj2, respectively, and yr denotes the output of the reference model (4.43).

Figure 4.3 compares the corresponding output tracking errors, where e1=y1−yr and

e2 = y2−yr. It is easy to see that the network-based fuzzy controller designed by

Proposition 4.3 with available δi can achieve a better H∞ tracking performance than
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Figure 4.3: The comparison of the output tracking errors

the controller designed by Proposition 4.3 with unavailable δi, where i=1, 2.
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Figure 4.4: The state trajectories x1(t) and xr1(t) of the system (4.42) and (4.45)

Case II: choose the reference model in [54]

ẋr =

[
0 1
−3 −2

]
xr +

[
0
1

]
r(t). (4.45)
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Figure 4.5: The state trajectories x2(t) and xr2(t) of the system (4.42) and (4.45)
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Figure 4.6: The comparison of the tracking errors ei1(t) (i = 1, 2) of the system
(4.42) and the reference model (4.45)

Similar to [54], the input of the system (4.42) on [lkh+τlk , lk+1h+τlk+1
) (k ∈ N) is

u(t) =
2∑

i=1

µi(x1(lkh))Fi(x(lkh)− xr(lkh)). (4.46)
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Figure 4.7: The comparison of the tracking errors ei2(t) (i = 1, 2) of the system
(4.42) and the reference model (4.45)

And the resulting closed-loop system can be described by (4.41) with system matri-

ces A1, A2, B1, B2 E1 and E2, which can be found below (4.42).

For the system (4.41), using Theorem 1 with U = I2×2, τm=0 and τM =60(ms)

in [54] to obtain the minimal H∞ tracking performance γmin = 2 and correspond-

ing control gains F1 = F2 = [−21.7667 − 13.7008]. Applying Proposition 4.5 with

σ = 0.1 and some alterations (see, Remark 4.6), one obtains γmin = 1.06 and

F1 = [−48.5220 − 13.1135], F2 = [−23.9771 − 13.1700]. Clearly, the fuzzy track-

ing controller designed by Proposition 4.5 is essentially nonlinear and can ensure a

better H∞ tracking performance γmin = 1.06 for the system (4.41) than the linear

network-based controller provided by [54].

Then we compare the tracking effect via the proposed nonlinear controller and

the linear controller [54]. In simulation, the initial states of the systems (4.42) and

(4.45) are x(0)=[0 −3]T and xr(0)=[−2 2]T ; the sampling period is h=10(ms); and

the reference input is r(t)=4 cos(t). Choose the same network constraints as those in

[54], i.e., the maximum allowable delay bound is 30(ms) and the maximum allowable
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number of consecutive packet dropouts is 2. We depict the state trajectories of the

systems (4.42)-(4.45) via a controller designed by Proposition 4.5 and Theorem 1 in

[54] by Figure 4.4 and Figure 4.5. Figure 4.6 and Figure 4.7 show the corresponding

tracking errors. From Figure 4.4-4.7, one can clearly see that the proposed method

provides a better tracking control than the one in [54].

4.6 Summary

In this chapter, we have considered network-based state feedback tracking control for

T-S fuzzy systems by using the asynchronous constraints on fuzzy membership func-

tions. Since premise variables are involved in network transmission, the membership

functions of a T-S fuzzy model and a fuzzy tracking controller are asynchronously

fired. Taking the asynchronous characteristic intro account, the network-based T-S

fuzzy system has been represented by an asynchronous T-S fuzzy system with an

interval time-varying sawtooth delay. Notice that a routine relaxation method for

H∞ performance analysis and controller design of a traditional T-S fuzzy system

can not be used for the asynchronous fuzzy system since the common product of

asynchronous membership functions can not be grouped. We have proposed a new

relaxation method by using the asynchronous constraints on fuzzy membership func-

tions to introduce some free-weighting matrices. By using the proposed relaxation

method and a discontinuous Lyapunov-Krasovskii functional method, some delay-

dependent criteria for H∞ performance tracking analysis and tracking controller

design have been established in terms of linear matrix inequalities. An illustrative

example has been given to show that a better H∞ tracking performance can be

achieved by the proposed method.
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Chapter 5

Network-based static output
feedback tracking control for
linear systems

5.1 Introduction

Consider the following linear system
ẋ(t) = Ax(t) +Bu(t) + Eω(t)
y(t) = Cx(t)
x(t0) = x0

(5.1)

where x(t)∈Rn is the state, u(t)∈Rm is the control input, y(t)∈Rl is the output,

ω(t)∈Rv is the external disturbance acting on the system (5.1) and ω(t)∈L2[t0,∞);

x(t0) = x0 is the initial state; A, B, C and E are constant system matrices of

appropriate dimensions; the pairs (A,B) and (A,C) are assumed to be controllable

and observable, respectively. It is assumed that the system (5.1) with ω(t)=0 can

not be stabilized by a non-delayed static output feedback controller, but can be

stabilized by a delayed static output feedback controller. Such a typical system is a

driven damped harmonic oscillator [84], which is described by

z̈(t) + 2ζω0ż(t) + ω2
0z(t) = u(t), y(t) = z(t) (5.2)

where ζ (ζ < 0) is the damping ratio, ω0 (ω0 > 0) is the undamped angular frequency,

and z(t) is the position of the oscillator. Let x(t)=[zT (t) żT (t)]T . The system (5.2)
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can be expressed in the following state-space representation ẋ(t) =

[
0 1

−ω2
0 −2ζω0

]
x(t) +

[
0
1

]
u(t)

y(t) = [1 0]x(t).
(5.3)

Clearly, the oscillator (5.2) can not be stabilized by a static output feedback con-

troller u(t) = fy(t) because there does not exist a feedback gain f such that the

matrix

[
0 1

f−ω2
0 −2ζω0

]
is Hurwitz. But the oscillator (5.2) can be stabilized by

introducing a time-delay τ >0 in the controller u(t)=fy(t−τ).

In this chapter, the objective of static output feedback tracking control is to

drive the output y(t) of the system (5.1), via a static output feedback controller, to

follow a reference signal yr(t) as close as possible. The signal yr(t) is generated by

the following reference model
ẋr(t) = Arxr(t) +Brr(t)
yr(t) = Crxr(t)
xr(t0) = xr0

(5.4)

where xr(t)∈Rr, r(t)∈Rv̄ and yr(t)∈Rl are the state, the energy bounded input

and the output, respectively; xr(t0) = xr0 is the initial state; Ar, Br and Cr are

constant matrices, and Ar is a Hurwitz matrix. Since the system (5.1) with ω(t)=0

under consideration can not be stabilized by a non-delayed static output feedback

controller, it is impossible to fulfil the objective of output feedback tracking control

by the following non-delayed static output feedback controller

u(t) = F1y(t) + F2yr(t) (5.5)

where F1 and F2 are output feedback gains. But the system (5.1) with ω(t) = 0

can be stabilized by a delayed static output feedback controller. So a feasible way

to achieve the objective of static output feedback tracking control is intentionally

introducing a time-delay in the controller (5.5). To develop the delayed feedback

control, we insert a communication network between the system (5.1) and the con-

troller (5.5). The main motivation of introducing the network is to investigate
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whether network-induced delays have positive effects on system stability and track-

ing performance. Usually, network-induced delay is regarded as the source of poor

performance and system instability (deterioration effects: negative effects), see [28],

[36], [46], [54], [133], [137] and the references therein. In this chapter, we will take

a different and novel view. For the system (5.1) under consideration, we will pur-

posefully produce network-induced delays in the feedback control loop by inserting

the network to provide a stable and satisfactory tracking control. The introduction

of the network in a feedback control system has several advantages such as wiring

reduction, ease of maintenance and installation, and remote execution of tracking

control [36]. When exchanging data among system components through a com-

munication network, there exist four types of essential delays: queueing time τqt,

processing time τpt, propagation delay τpd and transmission delay τtd. For the pur-

pose of clarity, we classify the network-induced delays as the sensor-to-controller

delay τ sc and the controller-to-actuator delay τ ca, where τ sc = τ sqt+τ
s
pt+τ

sc
pd+τ

sc
td ,

τ ca=τ cqt+τ
c
pt+τ

a
qt+τ

a
pt+τ

ca
pd+τ

ca
td , and the superscripts s, c, a, sc and ca denote the sen-

sor, the controller, the actuator, between the sensor and the controller, and between

the controller and the actuator, respectively. It is assumed that the sampled-data

y(kh) and yr(kh) (∀k ∈ N), where h is the sampling period and N is the set of non-

negative integers, are transmitted in a single packet and no packet dropout occurs

in transmission. Taking into consideration the network-induced delays τ sck and τ cak ,

the update input of the actuator is

u(t) = F1y(kh) + F2yr(kh), t ∈ {kh+ τk}∞k=0 (5.6)

where τk=τ
sc
k +τ cak (∀k ∈ Z). Defining τ(t)= t− kh for t∈ [kh+τk, (k + 1)h+τk+1),

τm,mink∈Z{τk} and τM ,h+maxk∈Z{τk} [56], we have

0 < τm ≤ τ(t) ≤ τM . (5.7)

The actuator holds the control signal to input the system (5.1) until next update.
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The input of the system (5.1) is described by{
u(t) = F1y(t−τ(t)) + F2yr(t−τ(t))
t ∈ [kh+ τk, (k + 1)h+ τk+1), ∀k ∈ Z. (5.8)

Obviously, τ(t) is discontinuous at {kh+τk}∞k=0 and piecewise-linear with deriva-

tive τ̇(t) = 1 for t ̸= kh+τk (∀k ∈ Z). From the definitions of τm and τM , one can

see that τ(t) is an interval time-varying sawtooth delay induced by sample-and-hold

behaviors and the network-induced delay τk satisfying 0<τm≤τk≤τM−h (∀k ∈ Z).

Defining the output tracking error e(t) = y(t)−yr(t) and using (5.1), (5.4) and

(5.6), one has the following augmented system ξ̇(t)= Āξ(t) + B̄F̄ ξ(t− τ(t)) + Ēω̄(t)
e(t)= C̄ξ(t)
τ(t)= t−kh, t∈ [kh+τk, (k+1)h+τk+1), ∀k ∈ Z

(5.9)

where

ξ(t) =

[
x(t)
xr(t)

]
, ω̄(t) =

[
ω(t)
r(t)

]
, Ā =

[
A 0
0 Ar

]
, B̄ =

[
B
0

]
,

Ē =

[
E 0
0 Br

]
, F̄ =

[
F1C F2Cr

]
, C̄ =

[
C −Cr

]
.

The initial condition of the system (5.9) is supplemented as ξ(t)=ϕ(t) with ϕ(t0)=

[xT0 x
T
r0]

T , t ∈ [t0−τM , t0]. We choose the following H∞ tracking performance∫ tf

t0

eT (t)Ue(t)dt ≤ V (t0) + γ2
∫ tf

t0

ω̄T (t)ω̄(t)dt (5.10)

where tf is the terminal time, γ > 0 is the desired H∞ tracking performance level,

U >0 is the weighting matrix, and V (t0) is the energy function of initial states.

The purpose of this chapter is to design a network-based static output feedback

controller such that the augmented system (5.9) is asymptotically stable with a

prescribed H∞ tracking performance, which means that

1) the system (5.9) with ω̄(t)=0 is asymptotically stable;

2) the output tracking error e(t) satisfies the H∞ tracking performance (5.10),

for all nonzero ω̄(t)∈L2[t0,∞).
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Notice that the system (5.1) can not be stabilized by a non-delayed static output

feedback controller, which implies that A+BF1C is not Hurwitz. Since Ā+B̄F̄ =[
A+BF1C BF2Cr

0 Ar

]
, the system (5.9) with ω̄(t)= 0 is not stable when τ(t)≡ 0.

As a result, a stable tracking performance can not be ensured for the system (5.1) by

using the static output feedback controller (5.5) without a time-delay. By inserting

a communication network that between the system (5.1) and the controller (5.5), a

network-induced delay is purposefully introduced in the feedback control loop, which

results in the delayed control input (5.6). Since the system (5.1) can be stabilized by

a delayed static output feedback controller, it is possible that the system (5.9) with

an interval time-varying delay τ(t) satisfying (5.7) is asymptotically stable with a

prescribed H∞ tracking performance. It should be mentioned that τm is both the

lower bound of the network-induced delay and the lower bound of the sawtooth delay,

and therefore τm> 0 is essential for the network-based output tracking control. In

addition, network-based static output feedback tracking control for the system (5.1)

has not been investigated in the existing literature, which motivates the present study.

5.2 A complete LKF method for tracking perfor-

mance analysis

In this section, we will analyze H∞ tracking performance for the system (5.9). We

need the following lemma

Lemma 5.1. There exist some positive scalars εi > 0 (i = 1, 2) and a functional

V (t, ξt(θ), ξ̇t(θ)) : R× Rn × Rn→R such that

ε1∥ξ(t)∥2 ≤ V (t, ξt(θ), ξ̇t(θ)) ≤ ε2∥ξ∥2W (5.11)

where ξt(θ) = ξ(t+θ) and ξ̇t(θ) = ξ̇(t+θ), ∀θ∈ [−τM , 0], and the space of functions

ξt(θ) and ξ̇t(θ) is denoted by W with the norm

∥ξ∥W = sup
θ∈[−τM , 0]

{∥ξt(θ)∥, ∥ξ̇t(θ)∥}.
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Let the functional V (t) = V (t, ξt(θ), ξ̇t(θ)) be absolutely continuous for t ̸= kh+τk

and satisfy

V (kh+τk) ≤ lim
t→(kh+τk)−

V (t), ∀k ∈ Z (5.12)

where limt→(kh+τk)− V (t) is a limit taken from the left, t ∈ [(k − 1)h+τk−1, kh+τk).

Define V̇ (t) = lim sup
ϵ→0

1

ϵ
[V (t + ϵ)−V (t)], where V (t+ϵ) = V (t+ϵ, ξt+ϵ(θ), ξ̇t+ϵ(θ)).

Then one can see that

(i) the system (5.9) with ω̄(t)=0 is asymptotically stable if there exists an ε3>0

such that the time-derivative of V (t) along (5.9) with ω̄(t)=0 satisfies

V̇ (t) ≤ −ε3∥ξ(t)∥2 (5.13)

for t ∈ [kh+ τk, (k + 1)h+ τk+1), ∀k ∈ Z.

(ii) the H∞ tracking performance (5.10) can be ensured for all nonzero ω̄(t) ∈

L2[t0,∞) if along (5.9), the following inequality holds

V̇ (t) + eT (t)We(t)− γ2ω̄T (t)ω̄(t) < 0 (5.14)

for t ∈ [kh+ τk, (k + 1)h+ τk+1), ∀k ∈ Z.

Proof: It can be directly obtained from Lemma 2.1 with ik=k (∀k ∈ Z).

Notice that the existing simple Lyapunov-Krasovskii functionals (LKFs) can not

be used to derive a delay-dependent criterion for H∞ tracking performance analysis

since they require the system (5.9) with τ(t)= 0 to be stable, where the definition

of a simple LKF can be found in [40]. Instead, a new discontinuous complete LKF,

which makes use of the lower bound of the network-induced delay τm, the sawtooth

delay τ(t) and its upper bound τM , is constructed as follows

V (t) = V1(t) + V2(t) + V3(t) (5.15)
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where

V1(t) =
1

2
ξT (t)Pξ(t) + ξT (t)

∫ 0

−τM

Q(θ)ξ(t+ θ)dθ

+
1

2

∫ 0

−τM

∫ 0

−τM

ξT (t+θ)R(θ, s)ξ(t+s)dθds

+
1

2

∫ 0

−τM

ξT (t+ θ)S(θ)ξ(t+ θ)dθ,

V2(t) =
1

2

∫ 0

−τm

ξT (t+ θ)Z1ξ(t+ θ)dθ

+
τm
2

∫ 0

−τm

∫ 0

s

ξ̇T (t+ θ)Z2ξ̇(t+ θ)dθds

+
τM − τm

2

∫ −τm

−τM

∫ 0

s

ξ̇T (t+ θ)Z3ξ̇(t+ θ)dθds,

V3(t) =
τM−τ(t)

2

∫ 0

−τ̄(t)

ξ̇T (t+ θ)Z4ξ̇(t+ θ)dθ

+
τM−τ(t)

2
(x(t)−x(t− τ̄(t)))TZ5(x(t)−x(t− τ̄(t))),

τ̄(t)=τ(t)−τk, t ∈ [kh+τk, (k + 1)h+τk+1), ∀k ∈ Z,

Zi ∈ Rp×p, Zi = ZT
i (i=1, 2, 3, 4, 5), P ∈ Rp×p, P = P T,

Q : [−τM , 0] → Rp×p, Q(θ) = QT(θ),

S : [−τM , 0] → Rp×p, S(θ) = ST(θ),

R : [−τM , 0]× [−τM , 0] → Rp×p, R(θ, s) = RT (s, θ),

and Q, S and R are continuously differential matrix functions.

Choose Q, S and R to be continuous piecewise linear [33], i.e.,

Qi(α) = Q(θi+αυ) = (1−α)Qi−1+αQi, i=1, 2, ..., N (5.16)

Si(α) = S(θi+αυ) = (1−α)Si−1+αSi, i=1, 2, ..., N (5.17)

Rij(α, β) = R(θi−1+αυ, θj−1+βυ)

=

{
(1−α)Ri−1,j−1+βRij + (α−β)Ri,j−1, α ≥ β, i, j=1, 2, ..., N
(1−β)Ri−1,j−1+αRij + (β−α)Ri−1,j, α < β, i, j=1, 2, ..., N

(5.18)

where 0 ≤ α ≤ 1, 0 ≤ β ≤ 1, [−τM , 0] is divided into N segments [θi−1, θi] (i =

1, 2, ..., N) of an equal length υ=τM/N and θi = −τM + iυ (i=0, 1, ..., N).
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The following lemma is introduced to ensure the LKF (5.15) satisfying (5.11).

Lemma 5.2. For piecewise linear Q, S and R described by (5.16)-(5.18), there

exist εi> 0 (i = 1, 2) such that the Lyapunov-Krasovskii functional (5.15) satisfies

ε1∥ξ(t)∥2≤V (t)≤ε2∥ξ∥2W if

P > 0 (5.19)

Zi>0, i = 1, 2, 3, 4, 5 (5.20)

Si>0, i = 0, 1, ..., N (5.21)[
P ∗
Q̃T S̃ + R̃

]
>0 (5.22)

where

Q̃ = (Q0, Q1, ..., QN),

S̃ = diag{υ−1S0, υ
−1S1, ..., υ

−1SN},

R̃ =


R00 R01 · · · R0N

R10 R11 · · · R1N
...

...
. . .

...
RN0 RN1 · · · RNN

 .
Proof: We first prove that the LKF (5.15) satisfies V (t)≥ε1∥ξ(t)∥2, where ε1>0.

Using (5.16)-(5.18) to V1(t) yields

V1(t) =
1

2

∫ 1

0

[
ξT (t) υ(ψ̃T (1)Ir − ψ̃T (α)Id)

]
×
[
P ∗
Q̃T R̃

] [
ξ(t)

υ(ITr ψ̃(1)−ITd ψ̃(α))

]
dα

+
υ

2

N∑
i=1

∫ 1

0

φiT (α)Si(α)φi(α)dα (5.23)

where

Ir = [0N×1 I], Id = [I 0N×1]−[0N×1 I],

ψ̃(α) = [ψ1T (α) ψ2T (α) · · · ψNT
(α)]T ,

ψi(α) =

∫ α

0

φi(s)ds, i = 1, 2, ..., N,

φi(α) = ξ(t− iυ + αυ), i = 1, 2, ..., N.
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Using a similar method in [39], we have

V1(t) ≥
1

2

∫ 1

0

[
ξT (t) υ(ψ̃T (1)Ir − ψ̃T (α)Id)

]
×
[
P ∗
Q̃T S̃ + R̃

] [
ξ(t)

υ(ITr ψ̃(1)−ITd ψ̃(α))

]
dα.

For the terms Vi(t) (i= 2, 3), it follows from (5.20)-(5.21) that Vi(t)≥ 0 (i= 2, 3).

Then it is clear to see that there exists an ε1>0 such that V (t)=V1(t)+V2(t)+V3(t)≥

ε1∥ξ(t)∥2 if the linear matrix inequalities (LMIs) (5.19)-(5.22) are satisfied.

Second, we show that there exists an upper bound for the LKF (5.15). It can be

seen from (5.23) that

V1(t) ≤
1

2

[
∥ξ(t)∥2+

∫ 1

0

f(α)dα

]
λmax

([
P ∗
Q̃T R̃

])
+
Nυ

2
max

i∈{1,2,...,N}
λmax(S

i)

∫ 1

0

φiT (α)φi(α)dα

≤ κ1 max
θ∈[−τM , 0]

∥ξt(θ)∥2 (5.24)

where

f(α) =υ2
∫ 1

α

φ1T (s)ds

∫ 1

α

φ1(s)ds+ υ2
∫ α

0

φNT
(s)ds

∫ α

0

φN(s)ds

+ 2υ2
N∑
i=2

∫ 1

α

φiT (s)ds

∫ 1

α

φi(s)ds+ 2υ2
N−1∑
i=1

∫ α

0

φiT (s)ds

∫ α

0

φi(s)ds,

κ1 =

(
1

2
+
2N − 1

3
υ2
)
λmax

([
P ∗
Q̃T R̃

])
+
Nυ

2
max

i∈{1,2,...,N}
λmax(S

i).

For Zi>0 (i = 1, 2, 3, 4, 5), we have

V2(t)+V3(t) ≤
τm
2
λmax(Z1) max

θ∈[−τM , 0]
∥ξt(θ)∥2 + κ2 max

θ∈[−τM , 0]
∥ξ̇t(θ)∥2 (5.25)

where

κ2 =
τ 3m
2
λmax(Z2)+

τM(τM − τm)

2
λmax(Z3)+

(τM−τm)3

2
[λmax(Z4)+λmax(Z5)] .

From (5.24)-(5.25), we can see that

V (t)≤ε2∥ξ∥2W (5.26)
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where ε2 = (κ1+κ2+
τm
2
λmax(Z1))∥ξ∥2W. Then it is concluded that the LKF (5.15)

satisfies the condition (5.11) if the LMIs (5.19)-(5.22) are satisfied.

We now show that the condition (5.12) holds for the LKF (5.15) satisfying the

inequality (5.11). In the LKF (5.15), the terms Vi(t) (i = 1, 2) are continuous on

[t0, ∞), which means that Vi(kh+τk) = limt→(kh+τk)− Vi(t) (i= 1, 2, ∀k ∈ Z). The

term V3(t) involving explicitly the sawtooth delay τ(t) is discontinuous at kh+τk.

But for Z4>0 and Z5>0, V3(t) does not increase along kh+τk since it is non-negative

before kh+τk and becomes zero just after kh+τk, ∀k∈Z. Thus, we can obtain the

inequality (5.12).

In the following, by utilizing the complete LKF (5.15) with the discretization

technique (5.16)-(5.18), we will derive a new delay-dependent criterion such that the

system (5.9) is asymptotically stable with a prescribed H∞ tracking performance.

For simplicity of presentation, let

ηT (t) = [ηT1 (t) ηT2 (t) ω̄T (t)],

ηT1 (t) = [ξT (t) ξT (t−τm) ξT (t− τ(t))],

ηT2 (t) = [ξT (t− τ̄(t)) ξT (t−τM)],

e1 = [Ip×p 0 0 0 0 0]p×(5p+q),

e2 = [0 Ip×p 0 0 0 0]p×(5p+q),

e3 = [0 0 Ip×p 0 0 0]p×(5p+q),

e4 = [0 0 0 Ip×p 0 0]p×(5p+q),

e5 = [0 0 0 0 Ip×p 0]p×(5p+q),

e6 = [0 0 0 0 0 Iq×q]q×(5p+q)

where ei (i = 1, 2, 3, 4, 5) are p×(5p+q) matrices and e6 is a q×(5p+q) matrix;

Ip×p and Iq×q denote p × p and q × q identity matrices, respectively; the others

in ej (j = 1, 2, ..., 6) are zero matrices with appropriate dimensions; p and q are

dimensions of ξ(t) and ω̄(t), respectively. Then ξ(t) = e1η(t), ξ(t − τ(t)) = e3η(t),
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and ω̄(t)=e6η(t). For t ∈ [kh+ τk, (k+1)h+ τk+1) (∀k ∈ Z), rewrite the augmented

system (5.9) as

{
ξ̇(t) = (Āe1 + B̄F̄ e3 + Ēe6)η(t)
e(t) = C̄e1η(t).

(5.27)

Proposition 5.1. For given positive scalars γ, τm and τM , and a weighting matrix

U > 0, the system (5.9) is asymptotically stable with the H∞ tracking performance

(5.10), if there exist symmetric matrices P > 0, Zi > 0 (i = 1, 2, 3, 4, 5), Si > 0

(i=0, 1, ..., N), and X1, X2, X3, Qi, Rij (i, j=0, 1, ..., N) such that (5.22) and
Ξ̄0
11 ∗ ∗ ∗

Ξ̄21 Ξ̄22 ∗ ∗
−δX2 0 δZ3 ∗
−δX1 0 0 δZ4

>0 (5.28)

 Ξ̄0
11+δΞ̄

1
11 ∗ ∗

Ξ̄21 Ξ̄22 ∗
−δX3 0 δZ3

>0 (5.29)

where

Ξ̄0
11= −eT1 (PĀ+ĀTP+QN+QT

N+SN+Z1−Z2)e1

− eT1 (Ā
TΩĀ+2C̄TUC̄−Z5)e1−eT1Z2e2

− eT1 (P+ĀTΩ)B̄F̄ e3−eT1Z5e4+e
T
1Q0e5

− eT1 (P+ĀTΩ)Ēe6−eT2Z2e1−eT3 F̄ T B̄TPe1

− eT3 F̄
T B̄TΩĀe1−eT4Z5e1+e

T
5Q

T
0 e1

− eT6 Ē
T (P+ΩĀ)e1+e

T
2 (Z1+Z2)e2

− eT3 (B̄F̄ )
TΩB̄F̄ e3−eT3 (B̄F̄ )TΩĒe6

− eT6 Ē
TΩB̄F̄ e3+e

T
4Z5e4+e

T
5 S0e5

− eT6 (Ē
TΩĒ−2γ2I)e6−(e1−e4)TX1

−XT
1 (e1−e4)−XT

2 (e2−e3)−(e2−e3)TX2

−XT
3 (e3−e5)−(e3−e5)TX3,
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Ξ̄1
11= −eT1 (ĀTZ4Ā+Z5Ā+ĀTZ5)e1−eT1Z5B̄F̄ e3

− eT1 Ā
TZ4B̄F̄ e3−eT3 (B̄F̄ )T (Z4Ā+Z5)e1

− eT3 (B̄F̄ )
TZ4B̄F̄ e3+e

T
1 Ā

TZ5e4+e
T
4Z5Āe1

− eT1 (Ā
TZ4+Z5)Ēe6+e

T
3 (B̄F̄ )

TZ5e4

− eT3 (B̄F̄ )
TZ4Ēe6−eT6 ĒTZ4B̄F̄ e3

− eT6 Ē
T (Z4Ā+Z5)e1+e

T
4Z5B̄F̄ e3

− eT6 Ē
TZ4Ēe6+e

T
4Z5Ēe6+e

T
6 Ē

TZ5e4,

Ξ̄21=

[
Γs
1
T 0 Γs

2
T 0 Γs

3
T Γs

4
T

Γa
1
T 0 Γa

2
T 0 Γa

3
T Γa

4
T

]
,

Ξ̄22=diag {Rd+Sd, 3Sd} ,

Ω = τ 2mZ2+δZ3, δ = τM−τm, υ = τM/N,

Γs
i =[Γs

i1 Γ
s
i2 · · · Γs

iN ] (i = 1, 2, 3, 4),

Γa
i =[Γa

i1 Γ
a
i2 · · · Γa

iN ] (i = 1, 2, 3, 4),

Γs
1i=Qi−Qi−1−

υ

2
[ĀT (Qi+Qi−1)+(RT

i,N+R
T
i−1,N)],

Γa
1i=

υ

2
[ĀT (Qi−Qi−1)+(RT

i,N−RT
i−1,N)],

Γs
2i=

υ

2
(B̄F̄ )T (−Qi−Qi−1),

Γa
2i=

υ

2
(B̄F̄ )T (Qi−Qi−1),

Γs
3i=

υ

2
(RT

i,0+R
T
i−1,0),

Γa
3i=

υ

2
(RT

i−1,0−RT
i,0),

Γs
4i=

υ

2
ĒT (−Qi−Qi−1),

Γa
4i=

υ

2
ĒT (Qi−Qi−1),

Rd =


Rd11 Rd12 · · · Rd1N

Rd21 Rd22 · · · Rd2N
...

...
. . .

...
RdN1 RdN2 · · · RdNN

 ,
Rdij=υ(Rij−Ri−1,j−1) (i, j = 1, 2, ..., N),

Sd = diag{S1−S0, S2−S1, · · · , SN−SN−1}.
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Proof: Using Lemma 5.2, we can see that the existence of the LKF (5.15) satis-

fying the conditions (5.13)-(5.14) can be ensured by the LMIs (5.19)-(5.22). Taking

the time derivative of the LKF (5.15) on [kh+τk, (k+1)h+ τk+1) (∀k ∈ Z) along the

trajectory of the system (5.9), we have

V̇ (t) =ηT (t)eT1

∫ 0

−τM

Q(θ)ξ̇(t+ θ)dθ +

∫ 0

−τM

ξ̇T (t+ θ)S(θ)ξ(t+ θ)dθ

+ ηT (t)(Āe1+B̄F̄ e3+Ēe6)
T

∫ 0

−τM

Q(θ)ξ(t+θ)dθ

+

∫ 0

−τM

∫ 0

−τM

ξ̇T (t+θ)R(θ, s)ξ(t+s)dθds

+
1

2
ηT (t)

[
eT1 (PĀ+ĀTP+Z1)e1+e

T
1 PB̄F̄ e3

]
η(t)

+
1

2
ηT (t)

[
eT3 F̄

T B̄TPe1+e
T
1 PĒe6+e

T
6 Ē

TPe1
]
η(t)

− 1

2
ηT (t)

[
eT2Z1e2+(e1−e4)TZ5(e1−e4)

]
η(t)

+
τM − τ(t)

2

[
ηT (t)(e1−e4)TZ5ξ̇(t)+ξ̇

T (t)Z5(e1−e4)η(t)
]

+
1

2
ξ̇T (t)[τ 2mZ2+δZ3+(τM−τ(t))Z4]ξ̇(t)

− τm
2

∫ t

t−τm

ξ̇T (s)Z2ξ̇(s)ds−
1

2

∫ t−τm

t−τ(t)

ξ̇T (s)Z3ξ̇(s)ds

− 1

2

∫ t−τ(t)

t−τM

ξ̇T (s)Z3ξ̇(s)ds−
1

2

∫ t

t−τ̄(t)

ξ̇T (s)Z4ξ̇(s)ds. (5.30)

Using Jensen integral inequality, we obtain

−τm
∫ t

t−τm

ξ̇T (s)Z2ξ̇(s)ds ≤ −ηT (t)(e1−e2)TZ2(e1−e2)η(t). (5.31)

Applying Lemma 2.2 to the term −
∫ t

t−τ̄(t)
ξ̇T (s)Z4ξ̇(s)ds yields

−
∫ t

t−τ̄(t)

ξ̇T (s)Z4ξ̇(s)ds ≤ηT (t)
[
(e1−e4)TX1+X

T
1 (e1−e4)

]
η(t)

+ (τ(t)−τm)ηT (t)XT
1 Z

−1
4 X1η(t). (5.32)

Similarly, the following inequalities hold

−
∫ t−τm

t−τ(t)

ξ̇T (s)Z3ξ̇(s)ds ≤ηT (t)
[
(e2−e3)TX2+X

T
2 (e2−e3)

]
η(t)

+ (τ(t)−τm)ηT (t)XT
2 Z

−1
3 X2η(t) (5.33)
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−
∫ t−τ(t)

t−τM

ξ̇T (s)Z3ξ̇(s)ds ≤ηT (t)
[
(e3−e5)TX3+X

T
3 (e3−e5)

]
η(t)

+ (τM−τ(t))ηT (t)XT
3 Z

−1
3 X3η(t). (5.34)

Integrating by parts in (5.30) and applying the discretization scheme (5.16)-(5.18),

one can see from (5.31)-(5.34) that

V̇ (t) ≤− 1

2
ηT (t)(Ξ11(t)−2γ2eT6 e6+2eT1 C̄

TUC̄e1)η(t)

− 1

2

∫ 1

0

ξ̃T (α)Sdξ̃(α)dα

− ηT (t)

∫ 1

0

[Γs + (1− 2α)Γa]ξ̃(α)dα

− 1

2

∫ 1

0

ξ̃T (α)dαRd

∫ 1

0

ξ̃(α)dα (5.35)

for t ∈ [kh+ τk, (k + 1)h+ τk+1) (∀k ∈ Z)

where

ξ̃T (α)=[ξ̃T (α1) ξ̃
T (α2) · · · ξ̃T (αN)]

T ,

ξ̃T (αi)=ξ
T (t−iυ+αυ), i = 1, 2, . . . , N,

Ξ11(t)=Ξ̄0
11−Ξ1

11(t)−Ξ2
11(t),

Ξ1
11(t)=(τ(t)−τm)(XT

1 Z
−1
4 X1+X

T
2 Z

−1
3 X2),

Ξ2
11(t)=(τM−τ(t))(Ξ̄1

11+X
T
3 Z

−1
3 X3).

Applying Proposition 5.21 in [34] to the inequality (5.35), we have

V̇ (t) ≤− 1

2

[
η(t)∫ 1

0
ξ̃(α)dα

]T[
Ξ11(t) Ξ̄12

Ξ̄21 Ξ̄22

] [
η(t)∫ 1

0
ξ̃(α)dα

]
+ ηT (t)(γ2eT6 e6 − eT1 C̄

TUC̄e1)η(t) (5.36)

for t ∈ [kh+ τk, (k + 1)h+ τk+1) (∀k ∈ Z).

Let

Ξ̄(t)=

[
Ξ11(t) Ξ̄12

Ξ̄21 Ξ̄22

]
, Ξ̄i(t)=

[
Ξi
11(t) Ξ̄12

Ξ̄21 Ξ̄22

]
(i = 1, 2).
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It is easy to see that Ξ̄(t) is a convex combination of Ξ̄1(t) and Ξ̄2(t) on τ(t) ∈

[τm, τM ]. Using Schur complement to the LMIs (5.28)-(5.29), we obtain Ξ̄(t) < 0.

Then it follows from (5.36) that the condition (5.14) is obtained, which means that

the H∞ tracking performance (5.10) is ensured for the system (5.9) on [t0, tf ).

Next, we consider the asymptotic stability of the system (5.9) with ω̄(t) = 0.

Taking the derivative of the LKF (5.15) along (5.9) with ω̄(t)=0, we have

V̇ (t)≤−1

2

[
η̃(t)∫ 1

0
ξ̃(α)dα

]T[
Ξ̃11(t) Ξ̃12

Ξ̃21 Ξ̄22

] [
η̃(t)∫ 1

0
ξ̃(α)dα

]
(5.37)

for t ∈ [kh + τk, (k + 1)h + τk+1) (∀k ∈ Z). Applying Schur complement and the

convex combination technique to the LMIs (5.28)-(5.29), we have[
Ξ̃11(t) Ξ̃12

Ξ̃21 Ξ̄22

]
< 0 (5.38)

where

Ξ̃11(t)=
[
eT1 eT2 eT3 eT4 eT5

]T
Ξ11(t)

[
eT1 eT2 eT3 eT4 eT5

]
,

Ξ̃21=

[
Γs
1
T 0 Γs

2
T 0 Γs

3
T

Γa
1
T 0 Γa

2
T 0 Γa

3
T

]
.

From (5.37)-(5.38), one can see that there exists an ε3 > 0 such that V̇ (ξt) ≤

−ε3∥ξ(t)∥2 < 0 for t ∈ [kh+τk, (k+1)h+τk+1) (∀k ∈ Z). Using Lemma 5.1, one

can conclude that the system (5.9) with ω̄(t) = 0 is asymptotically stable, which

completes the proof.

Notice that the network-based static output feedback tracking control objective

is to search for the gains F1 and F2 such that the H∞ tracking performance γ is

minimized for the system (5.9). For given τm, τM , U , F1 and F2, one can employ

Proposition 5.1 to determine the minimum γ, which can be obtained by solving the

following optimization problem:

minimize γ

subject to P > 0, Zi > 0 (i=1, 2, 3, 4, 5), Si > 0 (i=0, 1, ..., N),

and LMIs (5.22), (5.28)− (5.29).
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Remark 5.1. A new discontinuous complete LKF candidate (5.15), which includes

the lower bound of the network-induced delay τm, the sawtooth delay τ(t) and its

upper bound τM , is constructed to derive a delay-dependent criterion for H∞ track-

ing performance analysis of the system (5.9). Notice that the derivation involves a

coupling property between the present state ξ(t) and the past state ξ(t − τM), the

division of delay interval [−τM , 0], and the inherent piecewise-linear time-varying

delay information τ̇(t) = 1 on [kh+τk, (k + 1)h+τk+1) (∀k ∈ Z). So it is expected

that the derived criterion is of less conservatism.

Remark 5.2. In [28] and [139], network-based output tracking control for linear

systems via a state feedback controller is studied. In many practical situations, it

is physically difficult to measure all the process variables of a system. Considering

that a static output feedback controller can be easily implemented with low cost,

we investigate network-based static output feedback tracking control for the system

(5.1). Notice that the existing simple LKFs in [28] and [139] can not be employed

for H∞ tracking performance analysis of the system (5.9) because they require the

system (5.1) with ω(t) = 0 can be stabilized by a static output feedback controller

without a time-delay, see [40]. Instead, the complete LKF (5.15) is constructed to

analyze the H∞ tracking performance of the system (5.9). By using the LKF (5.15)

with the discretization scheme (5.16)-(5.18), Proposition 5.1 is established to judge

whether the system (5.9) is asymptotically stable with a prescribed H∞ tracking

performance.

For given control gains F1, F2 and delay bounds τm, τM , one can employ Proposi-

tion 5.1 to judge whether an H∞ tracking performance is ensured for the augmented

system (5.9), which includes the system (5.1) and the reference model (5.4). Notice

that the reference model (5.4) is asymptotically stable and the system (5.1) under

consideration can not be stabilized by a non-delayed static output feedback con-

troller, but can be stabilized by a delayed static output feedback controller. As a
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result, from the stability point of view, there exist a lower delay bound τmin and an

upper delay bound τmax such that the system (5.9) with an interval time-varying

delay τ(t) satisfying (5.7) is asymptotically stable with a prescribedH∞ tracking per-

formance. By intentionally inserting a communication network between the system

(5.1) and the controller (5.5), network-induced delays τk satisfying 0<τm≤τk≤τM−h

(∀k ∈ N) are produced to make the interval [τm, τM−h] fall into (τmin, τmax−h), then

a stable tracking control performance can be achieved. In this study, Proposition

5.1 is a sufficient delay-dependent criterion and it can be applied to search for some

local optimal values τ pmin and τ pmax. The specific steps are given by

Step 1: Given theH∞ tracking performance γ and the sampling period h. Choose

τm=τ inimin and τM =τ inimax such that (5.19)-(5.22), (5.28) and (5.29);

Step 2: Let τm = τm − δ1 and τM = τM + δ2, where δi (i = 1, 2) are two step

lengths;

Step 3: For given τm and τM , if the LMIs (5.19)-(5.22), (5.28) and (5.29) are

satisfied, τ pmin=τm and τ pmax=τM , then go to Step 2; otherwise go to Step 4;

Step 4: Output the local optimal values τ pmin and τ pmax.

We consider the case that the system (5.1) involves time-varying parameter un-

certainties ∆A(t) and ∆B(t) satisfying

[∆A(t) ∆B(t)] = GF (t)[Ha Hb] (5.40)

where G, Ha and Hb are some constant matrices of appropriate dimensions, F (t) is

an unknown time-varying matrix function with Lebesgue measurable elements and

F T (t)F (t) ≤ I ([41], [42], [56], [57], [58]). For derivation purpose, we have

[∆Ā(t) ∆B̄(t)] = GF (t)[H̄a H̄b] (5.41)

where

H̄a =

[
Ha 0
0 0

]
, H̄b =

[
Hb

0

]
.

Similar to the process in [41] and [42], we obtain the following criterion
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Proposition 5.2. For given positive scalars γ, τm and τM , a weighting matrix

U > 0 and control gains F1 and F2, the system (5.9) with the uncertainties (5.41)

is asymptotically stable with the H∞ tracking performance (5.10), if there exist a

positive scalar λ, symmetric matrices P > 0, Zi > 0 (i = 1, 2, 3, 4, 5), Si > 0 (i =

0, 1, ..., N), and X1, X2, X3, Qi, Rij (i, j=0, 1, ..., N) such that (5.22) and
Ξ̄0
11+∆0 ∗ ∗ ∗ ∗
Ξ̄21 Ξ̄22 ∗ ∗ ∗
Ξ̄31 Ξ̄32 λI ∗ ∗

−δX2 0 0 δZ3 ∗
−δX1 0 0 0 δZ4

>0 (5.42)


Ξ̄0
11+δΞ̄

1
11+∆1 ∗ ∗ ∗

Ξ̄21 Ξ̄22 ∗ ∗
Ξ̄31 Ξ̄32 λI ∗

−δX3 0 0 δZ3

>0 (5.43)

where Ξ̄0
11, Ξ̄

1
11, Ξ̄21 and Ξ̄22 can be found in Proposition 5.1 and

∆0 = −λeT1 H̄T
a H̄ae1−λeT1 H̄T

a H̄be3−λeT3 H̄T
b H̄ae1−λeT3 H̄T

b H̄be3,

∆1 = −λeT1 H̄T
a H̄ae1−λeT1 H̄T

a H̄be3 −λeT3 H̄T
b H̄ae1−λeT3 H̄T

b H̄be3,

Ξ̄31 =
[
eT1G

TP 0 0 0 0
]
,

Ξ̄32 =
[
eT1G

TQs −eT1GTQa τme
T
1G

TZ2 δeT1G
TZ3 0

]T
,

Qs = [
υ

2
(Q1+Q0)

υ

2
(Q2+Q1) , . . . ,

υ

2
(QN+QN−1)],

Qa = [
υ

2
(Q1−Q0)

υ

2
(Q2−Q1) , . . . ,

υ

2
(QN−QN−1)].

Proof: The proof is a routine case and omitted, see [41] and [42].

Remark 5.3. Notice that the delay-dependent criteria, i.e., Proposition 5.1 and

Proposition 5.2, derived by using the complete LKF (5.15) can be used to judge

whether the prescribed H∞ tracking performance γ is ensured not only for a system

that can not be stabilized by a non-delayed static output feedback controller, but

can be stabilized by a delayed static output feedback controller (see, a damped

harmonic oscillator, a structural system and an internal combustion engine [1], [34],
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[84] and [132]), but also for a system that can be stabilized by a non-delayed static

output feedback controller (see for example, the aircraft in [27]).

5.3 Static output feedback tracking control de-

sign

In this section, we are interested in designing a network-based static output feed-

back tracking controller such that the system (5.9) is asymptotically stable with a

desired H∞ tracking performance. It is pointed out in [20] that delay-dependent

criteria for the existence of a controller (in both output feedback and state feedback

cases) are expressed in terms of nonlinear matrix inequalities. To establish an LMI-

based design result, it is inevitable to introduce some linearization techniques such

as equality or inequality constraints ([29], [28], [54], [137], [139], [149]) and iterative

algorithms ([28], [29], [57]), which bring some conservatism. Notice that less conser-

vative H∞ tracking performance criteria and control design methods can provide an

appropriate tradeoff between the maximum allowable delay and the minimum H∞

tracking performance for a network-based control system (NCS) ([28], [54], [137],

[139]). Accordingly, it is of importance to develop a new design method without

using the linearization techniques, which can determine output feedback gains by

solving an optimization problem of an H∞ tracking performance.

On the other hand, a particle swarm optimization (PSO) technique plays a key

role in solving complex design optimization problems due to its global search ability,

easy implementation, stable convergence characteristic and computational efficiency

([18], [62], [130]). In the PSO technique, its population is called a swarm and each

individual is called a particle. Each particle evolves to an optimal solution in the

multidimensional search space, adjusting its position by its own experience and that

of neighboring particles. A particle therefore makes use of best position encountered

by itself and that of its neighbors to position itself toward an optimal solution. The



110
Chapter 5. Network-based static output feedback tracking control for linear

systems

status of a particle is characterized by two factors: its velocity and position, which

are updated by the following equations

νij(k + 1) = ωνij(k) + c1r1(pbestij(k)− fij(k)) + c2r2(gbestj(k)− fij(k)) (5.44)

fij(k + 1) = fij(k) + νij(k + 1) (5.45)

ω = (ωM − ωm)(mη − cη)/mη + ωm (5.46)

for i= 1, 2, . . . , np and j = 1, 2, . . . , d, where np and d are the number of particles

in a group and the number of members in a particle, respectively; νij(k) is the jth

dimensional velocity of the ith particle at iteration k, and νmin
j ≤ νij(k) ≤ vmax

j ;

fij(k) is the jth dimensional position of the ith particle at iteration k; pbesti =

(pbesti1, pbesti2, . . . , pbestij) is the previous best position of the ith particle; gbest

is the global best position of the group; r1 and r2 are two random numbers uni-

formly distributed in [0, 1]; c1 and c2 are two acceleration coefficients; ω is the

inertia weight; ωM and ωm represent the maximum and minimum inertia weight,

respectively; mη is the maximum number of iterations and cη is the current number

of iterations.

Recently, the PSO technique has been applied to design a proportional-integral-

derivative controller that minimizes the H∞ performance for traditional point-to-

point systems in a frequency domain ([64], [151]). However, the potential of a PSO

technique in finding the solutions of a network-based tracking controller has not been

explored. Therefore, we will try to propose a design algorithm of a network-based

static output feedback tracking controller by applying the PSO technique with the

feasibility of Proposition 5.1. The algorithm is given by

Algorithm 5.1. Step 1. Initialization

1.1 Randomly initialize a group with np particles. Each particle consists of mem-

bers fij(0) in F 0
1 and F 0

2 ; and fij(0) lies in the range [αj, βj], where i =

1, 2, . . . , np, and j=1, 2, . . . , 2ml;
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1.2 Initialize parameters c1, c2, ωM , ωm,mη, ν
min
j and νmax

j , where j=1, 2, . . . , 2ml;

1.3 Initialize the velocity of np particles and νmin
j ≤ νij(0) ≤ νmax

j , where i =

1, 2, . . . , np and j=1, 2, . . . , 2ml, and set k = 0;

1.4 Initialize the fitness value γ0i = lp, where lp is a positive constant and i =

1, 2, . . . , np. Solve the minimization problem mentioned above Remark 5.1 to

obtain the minimum γ0i for given F 0
1i and F

0
2i, i∈{1, 2, . . . , np};

1.4.1 Assign the minimum γ0i to γip and fij(0) to pbestij, respectively, where

γip is the fitness value of the particle pbest, i = 1, 2, . . . , np, and j =

1, 2, . . . , 2ml, and set k = 0;

1.4.2 Assign min
i
{γ0i | i ∈ {1, 2, ..., np}} to γ0g and fgj(0) to gbestj(0), re-

spectively, where γ0g is the fitness value of the particle gbest, and j =

1, 2, . . . , 2ml and set k = 0;

Step 2. Fitness evaluation of particles

2.1 Obtain F k
1i and F k

2i from fij(k) in np particles, where i = 1, 2, ..., np, j =

1, 2, . . . , 2ml, and k ≥ 1, k ∈ N;

2.2 Solve the minimization problem mentioned above Remark 5.1 to obtain the

minimum γki for given F k
1i and F

k
2i, where i∈{1, 2, . . . , np}, and k ≥ 1, k ∈ N;

2.3 Record the previous best particles and their fitness values. If γki < γip, then

assign γki to γip and fij(k) to pbestij, respectively, where i= 1, 2, ..., np, j =

1, 2, . . . , 2ml, and k ≥ 1, k ∈ N;

2.4 Record the global best particle and its fitness value. If γk−1
g > min{γki }

np

i=1,

then assign min
i
{γki | i ∈ {1, 2, ..., np}} to γkg and fgj(k) to gbestj(k), respec-

tively; otherwise, assign γk−1
g to γkg and store the corresponding particle, where

j = 1, 2, . . . , 2ml, and k ≥ 1, k ∈ N. If |γkg −γk−1
g | ≤ ε is satisfied within mη
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iterations, where ε > 0 is a sufficiently small constant, then exit, and k ≥ 1,

k ∈ N; otherwise, go to Step 2.5;

2.5 Update the velocity of np particles by (5.44) and (5.46). If νij(k) < νmin
j or

νij(k)> νmax
j , then randomly generate νij(k) satisfying νmin

j ≤ νij(k)≤ νmax
j ,

where i=1, 2, ..., np, j=1, 2, . . . , 2ml, and k ≥ 1, k ∈ N;

2.6 Update the position of np particles by (5.45). If fij(k) < αj or fij(k) > βj,

then randomly generate fij(k) satisfying αj≤fij(k)≤βj, where i=1, 2, ..., np,

j=1, 2, . . . , 2ml, and k ≥ 1, k ∈ N;

2.7 If k>mη, wheremη is the maximum number of iterations, then exit; otherwise,

set k = k + 1 and go to Step 2.1;

Step 3. Obtain the minimum γg > 0 and the corresponding F1 and F2 from the

global best particle.

Remark 5.4. Applying a PSO technique with the feasibility of Proposition 5.1,

Algorithm 5.1 is provided to search for the minimum H∞ tracking performance γmin

and corresponding gains F1 and F2. The total row size of the LMIs of Proposition

5.1 is S = (4N + 12)p + q and the total number of scalar decision variables is

N = 1
2
[(N2 + 5N + 40)p2 + (2N + 8 + 6q)p)]. Thus, the computational complexity

of Algorithm 5.1 is proportional to A S N 3, where A =(nm+nv)mηnp.

Remark 5.5. The convergence of Algorithm 5.1 is influenced by some tuning pa-

rameters np, c1, c2, ωM , ωm, mη, ν
min
j and νmax

j (j = 1, 2, . . . , 2ml). A complete

theoretical analysis of selecting these parameters to cause convergence of a PSO al-

gorithm is given in [18] and [130]. In this study, the tuning parameters are selected

properly to ensure the convergence of Algorithm 5.1 according to [18] and [130].

Moreover, the search spaces [αi, βi] (i=1, 2, . . . , 2ml) have an influence on the con-

vergence speed of Algorithm 5.1. Some basic ideas of how to determine αi and βi in
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Figure 5.1: The flowchart of Algorithm 5.1

Algorithm 5.1 are provided as follows. For the system that can not be stabilized by

a non-delayed static output feedback controller, but can be stabilized by a delayed

static output feedback controller, one can obtain some rough estimates of [αi, βi]

referring to a pole placement theory [85]; while for the system that can be stabilized

by a non-delayed static output feedback controller, one can estimate [αi, βi] by some

traditional control design strategies in a non-delayed feedback setting ([9], [27]).

Remark 5.6. The flowchart of Algorithm 5.1 is shown in Figure 5.1. It can be

seen from Figure 5.1 that the evolutionary process will end when the search process

converges in a given H∞ tracking performance or will repeat for np particles until

the maximum number of iterations mη is reached. If the search process is ended by
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lp and the conditions of Proposition 5.1 are not satisfied for given lp, F
k
1g and F k

2g

(k ∈ N), which means that no optimal solution is found, then one can adjust the

search spaces or initialize the tuning parameters for another new search.

Remark 5.7. Unlike the frequency domain method in [64] and [151], an LMI-

based criterion in the time domain is proposed to judge whether the system (5.9)

is asymptotically stable with a prescribed H∞ tracking performance. By using the

feasibility of the LMI-based criterion, the proposed method facilitates to indicate

the potential of an evolutionary process in the PSO technique. Moreover, using the

proposed method, it is not required to specify the unknown external disturbance

ω(t) and the reference input r(t) to formulate the transfer function of the augmented

system (5.9).

5.4 An example

In this section, we will show the positive effect of a network-induced delay on

network-based output tracking control of the harmonic oscillator (5.2).

Consider the oscillator (5.2) with parameters ω0 =
√
2, ζ = −

√
2/40 and an

external disturbance ω(t), which is represented by the following state-space form ẋ(t) =

[
0 1
−2 0.1

]
x(t) +

[
0
1

]
u(t) +

[
0
0.1

]
ω(t)

y(t) =
[
1 0

]
x(t).

(5.47)

And the reference model is given by{
ẋr(t) = −xr(t) + 0.2r(t)
yr(t) = 0.5xr(t).

(5.48)

Notice that the system (5.47) can not be stabilized by a static output feedback

controller without a time-delay, but can be stabilized by a delayed static output

feedback controller. So it is not possible to fulfil the output tracking control task by

the controller û(t)= f1y(t)+f2yr(t), where fi (i = 1, 2) are output feedback gains.

To achieve a stable and satisfactory tracking effect, we intentionally insert a network
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that induces communication delays (τ sck and τ cak , ∀k ∈ Z) between the system (5.47)

and the controller û(t). Following the process of (5.6) and (5.8), the input of the

system (5.47) in a network environment can be described by{
u(t) = f1y(t− τ(t)) + f2yr(t− τ(t))
t ∈ [kh+ τk, (k + 1)h+ τk+1), k ∈ Z (5.49)

where τ(t) = t− kh, τk=τ
sc
k +τ cak , ∀k ∈ Z.

Using (5.47), (5.48) and (5.49), we obtain the system (5.9) with the following

matrices

Ā =

 0 1 0
−2 0.1 0
0 0 −2

 , B̄ =

 0
1
0

 , Ē =

 0 0
0.1 0
0 0.2

 ,
F̄ =

[
f1 0 0.5f2

]
, C̄ =

[
1 0 −0.5

]
.

First, we show how to schedule network-induced delays τk (∀k ∈ N) to improve

tracking control performance. Given f1 = 1.2 and f2 = 0.6, one can see that the

eigenvalues of the matrix Ā+B̄F̄ are 0.5000 ± 0.8930i and −1.0000, which means

that the system (5.9) is unstable if there is no network between the system (5.47)

and the controller û(t). For given γ =1, h=0.05s, τ inimin =0.4501s, τ inimax =0.5595s,

δ1=δ2=0.0001, N=1 and W =1, using steps above Proposition 5.2, one can obtain

(τ pmin, τ
p
max−h)=(0.3489s, 0.6571s). Then purposefully producing network-induced

delays 0.3490s ≤ τk ≤ 0.6570s (∀k ∈ N) in the static feedback control can ensure

a given H∞ tracking performance γ =1. In addition, applying Proposition 5.1 for

different N , τ inimin and τ inimax, we obtain the interval (τ pmin, τ
p
max−h), which is listed

in Table 5.1. From Table 5.1, one can clearly see that the interval (τ pmin, τ
p
max−h)

is magnified as N increases, which shows that the conservatism of Proposition 5.1

is reduced significantly by increasing N . Depending on the range of τk (∀k ∈ N)

produced in the feedback control, one can choose the corresponding delay interval

in Table 5.1. For example, if τm > 1s, one can schedule τk (∀k ∈ N) into the interval

shown in the last row of Table 5.1.
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Table 5.1: (τ pmin, τ
p
max−h) for different N and given h=0.05s

N=1 N=2 N=3
(0.1839, 0.2347) (0.1814, 0.2372) (0.1810, 0.2376)
(0.3489, 0.7071) (0.2940, 0.8020) (0.2755, 0.8205)
(1.2172, 1.2674) (1.1414, 1.3432) (1.1228, 1.3618)
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Figure 5.2: Ranges for the delays in the feedback control loop
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Figure 5.3: The outputs of the system (5.47)-(5.48) in Case I
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Figure 5.4: The outputs of the system (5.47)-(5.48) in Case II
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Figure 5.5: The comparison for the output tracking errors of the system (5.47)-(5.48)
in Case II and Case III

Second, we design the network-based tracking controller by using Algorithm 5.1

for given τm and τM . The search spaces of fi are roughly set to be [αi, βi]= [−2, 2]

(i = 1, 2) and the tuning parameters are initialized to be np = 20, ci = 2, ωM =

0.7000, ωm = 0.4000, mη = 20, νmin
i = 0 and νmax

i = 0.4000 (i = 1, 2), which satisfy
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the convergence of a PSO algorithm. Given τm = 0.5000s, τM = 0.7000s, N = 1

and W = 1, use Algorithm 5.1 to obtain the minimum H∞ tracking performance

γmin=0.3259 and the corresponding gains f1=1.3542 and f2=0.6514. By inserting

a network that induces network delays τk (∀k ∈ N) satisfy 0.5000s≤ τk ≤ 0.6500s

between the system (5.47) and the controller û(t) with f1=1.3542 and f2=0.6514,

an H∞ tracking performance γmin=0.3259 can be ensured.

Third, we demonstrate the positive effects of network-induced delays on the

tracking control performance. In simulation, the sampling period is h=0.05s and the

initial states of the system (5.47)-(5.48) are chosen as x(t0)=[0.5 0]T , xr(t0)=−0.1.

It is assumed that

ω(t) =

{
sin(6t), 10s ≤ t ≤ 60s,
0, otherwise,

r(t) =


1, 5s ≤ t ≤ 35s,
−1, 35s < t ≤ 65s,
0, otherwise.

We depict the output responses of the systems (5.47)-(5.48) controlled by the con-

troller û(t) with f1 = 1.3542 and f2 = 0.6514 in the following two cases, i.e., Case

1: no network connection and Case 2: network-induced delays τk (∀k ∈ N) vary in

[0.5000s, 0.6500s], where the specific delay ranges are shown in Fig. 5.2. Fig. 5.3

shows that the output of the system (5.47) is unstable if there is no network con-

necting the system (5.47) with the controller (??). Fig. 5.4 and Fig. 5.5 show the

output and the tracking error of the system (5.47)-(5.48) in Case 2, respectively. It

can be seen from Fig. 5.4 and Fig. 5.5 that network-induced delays are purposefully

introduced to improve the tracking control performance.

Last, one can conclude that it is impossible to achieve the objective of output

tracking control for the oscillator (5.47) by using the non-delayed static output

feedback controller. However, purposefully producing appropriate network-induced

delays in the feedback control loop can achieve a stable and satisfactory tracking

control for the oscillator (5.47).
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5.5 Summary

We have studied network-based static output feedback tracking control for a system

that can not be stabilized by a static output feedback controller without a time-

delay, but can be stabilized by a delayed static output feedback controller. For such

a system, we have shown that purposefully producing a network-induced delay in

the feedback control loop can achieve a stable and satisfactory tracking control. A

new discontinuous complete Lyapunov-Krasovskii functional has been constructed to

establish a delay-dependent criterion forH∞ tracking performance analysis. We have

proposed a novel control design algorithm by applying a particle swarm optimization

technique with feasibility of the obtained criterion. The effectiveness of the proposed

method has been illustrated by an example.





121

Chapter 6

Network-based fuzzy static output
feedback tracking control using
asynchronous constraints

6.1 Introduction

Consider the following nonlinear control system{
ẋ(t) = f(x(t))x(t) + g1(x(t))u(t) + g2(x(t))ω(t)
y(t) = Cx(t)

(6.1)

where x(t) ∈Rn, u(t) ∈Rm and y(t) ∈Rl are the state, the input and the output,

respectively; ω(t)∈Rv denotes the external disturbance and ω(t)∈L2[t0,∞); C is

a constant matrix; f(x(t)) and gi(x(t)) (i=1, 2) are continuous functions over the

compact region D, and f(0)= 0, gi(0)= 0 (i=1, 2). It is assumed that the system

(6.1) can not be stabilized by a non-delayed static output feedback controller, but

can be stabilized by a delayed static output feedback controller. Such a typical

system is the Van der Pol’s oscillator. It is shown in [6] and [141] that, for the Van

der Pol’s oscillator, a static output feedback (or position feedback) without a time-

delay can only affect the frequency, but can not change the amplitude of oscillations;

however, a delayed static output feedback can be alternatively used in the control

of the oscillator.

Using the fuzzy modeling method in [124], the nonlinear system (6.1) on the

compact region D can be represented by a T-S fuzzy model, in which the fuzzy rule
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is of the following form

Plant Rule Ri: IF θ1(t) isMi1 and θ2(t) isMi2 and · · · and θg(t) is Mig, THEN{
ẋ(t) = Aix(t) +Biu(t) + Eiω(t)
y(t) = Cx(t)

(6.2)

where i=1, 2, . . . , r and r denotes the number of IF-THEN rules; θi(t) (i=1, 2, . . . , g)

are the premise variables that are functions of the output y(t); Mij (i=1, 2, . . . , r;

j=1, 2, . . . , g) are the fuzzy sets; Ai, Bi and Ei (i=1, 2, . . . , r) are system matrices

of appropriate dimensions.

By using a center average defuzzifier, a product fuzzy inference and a singleton

fuzzifier, the global dynamic of the fuzzy system (6.2) is inferred as followsẋ(t) =
r∑

i=1

µi [Aix(t) +Biu(t) + Eiω(t)]

y(t) = Cx(t)

(6.3)

where

µi=µi(θ(t)) ≥ 0, i = 1, 2, ..., r, θ(t)=
[
θT1 (t), θ

T
2 (t), . . . , θ

T
g (t)

]T
,

r∑
i=1

µi = 1.

The objective of static output feedback tracking control is to drive the output

y(t) via a static output feedback controller to follow the output yr(t) as close as

possible. yr(t) is generated by the following reference model{
ẋr(t) = Amxr(t) +Bmr(t)
yr(t) = Cmxr(t)

(6.4)

where xr(t)∈Rn̄, r(t)∈Rv̄ and yr(t)∈Rl are the state, the energy bounded input

and the output, respectively; Am, Bm and Cm are system matrices of appropriate

dimensions, and Am is a Hurwitz matrix.

In this chapter, the output tracking control is implemented by the following fuzzy

static output feedback controller, which shares same fuzzy sets with the fuzzy model

(6.2) in premise parts

Control Rule Ri: IF θ1(t) is Mi1 and θ2(t) is Mi2 and · · · and θg(t) is Mig,

THEN

u(t) = F1iy(t) + F2iyr(t), i = 1, 2, ..., r. (6.5)
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Analogous to (6.3), the fuzzy controller is given by

u(t) =
r∑

i=1

µi[F1iCx(t) + F2iCmxr(t)]. (6.6)

For the nonlinear system under consideration, it is not possible to achieve the out-

put tracking control objective by using a non-delayed fuzzy static output feedback

controller but possible by using a delayed fuzzy static output feedback controller.

To develop a delayed control input, we intentionally insert a communication network

between the system (6.1) and the fuzzy controller (6.6). Notice that the insertion of

the network in the feedback control system has several advantages such as system

flexibility, low cost of installation and maintenance, and remote execution of track-

ing control [36]. Meanwhile, the use of the network leads to a network-induced delay

in the feedback control loop. Usually, the network-induced delay is regarded as a

main source of system instability and tracking performance degradation (see, [15],

[28], [46] and the references therein). However, in this study, we will investigate

whether purposefully introducing a network-induced delay in the feedback control

loop can provide a stable and satisfactory tracking control. More specifically, the

measurement y(kh) and yr(kh) (∀k ∈ Z) is transmitted in a single packet at each

sampling instant kh, where h is the sampling period and Z is the set of nonnega-

tive integers. Due to the existence of the sensor-to-controller communication delay

τ sck (∀k ∈ Z), the fuzzy controller (6.6) in a network environment can be described by u(t+) =
r∑

i=1

µk
i [F1iCx(kh) + F2iCmxr(kh)]

t ∈ {kh+ τ sck }∞k=0, ∀k∈Z
(6.7)

where u(t+)=limδ→t+0 u(δ), limδ→t+0 is a limit taken from the left, µk
i =µi(θ(kh))≥0

(i=1, 2, ..., r),
∑r

i=1 µ
k
i =1, ∀k ∈ Z, F1i and F2i (i=1, 2, . . . , r) are output feedback

gains to be determined. Then the control signal u(t+) is transmitted in a single

packet over a controller-to-actuator channel. In the presence of the controller-to-

actuator delay τ cak (∀k∈Z), the update input of the actuator is

u(t)=
r∑

i=1

µk
i [F1iCx(kh)+F2iCmxr(kh)], t ∈ {kh+ τk}∞k=0 (6.8)
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where τk (∀k ∈Z) is the network-induced delay that lump the sensor-to-controller

delay and the controller-to-actuator delay together and τk = τ sck + τ cak . Defining

τ(t) = t−kh for t ∈ [kh+ τk, (k + 1)h + τk+1) (∀k ∈ Z), τm = mink∈Z{τk} and

τM =h+maxk∈Z{τk}, we have

0 < τm ≤ τ(t) ≤ τM , t ∈ [kh+τk, (k + 1)h+ τk+1). (6.9)

Obviously, τ(t) is discontinuous at the time instant kh+τk and piecewise-linear with

τ̇(t) = 1 for t ̸= kh+ τk. From (6.9) and the definitions of τ(t), τm and τM , one can

see that the network-induced delay τk satisfies 0<τm≤τk≤τM−h (∀k ∈ Z), where

τm is both the lower bound of the network-induced delay and the lower bound of

the sawtooth delay. The actuator holds the available data until next update. Then

the input of the system (6.2) is

u(t)=
r∑

i=1

µk
i [F1iCx(t−τ(t))+F2iCmxr(t−τ(t))] (6.10)

for t ∈ [kh+τk, (k + 1)h+τk+1) (∀k∈Z).

Using (6.3), (6.4) and (6.10), one obtains the following augmented system ξ̇(t)=
r∑

i=1

r∑
j=1

µiµ
k
j [Āiξ(t)+B̄iF̄jξ(t−τ(t))+Ēiω̄(t)]

e(t)= C̄ξ(t), t ∈ [kh+τk, (k + 1)h+ τk+1)

(6.11)

where

ξ(t) =
[
xT (t) xTr (t)

]T
, ω̄(t) =

[
ωT (t) rT (t)

]T
, e(t) = y(t)− yr(t),

Āi=

[
Ai 0
0 Am

]
, B̄i=

[
Bi

0

]
, Ēi=

[
Ei 0
0 Bm

]
,

C̄=
[
C −Cm

]
, F̄i=

[
F1iC F2iCm

]
, i = 1, 2, ..., r.

The initial condition of the system (6.11) is supplemented as ξ(t) = ϕ(t), t ∈ [t0−

τM , t0], where ϕ(t) is a continuous function on [t0 − τM , t0], ϕ(t0)= [xT0 x
T
r0]

T , and

x0 = x(t0) and xr0 = xr(t0) are initial states of the system (4.2) and the reference

model (4.3), respectively. We choose the following H∞ tracking performance∫ tf

t0

eT (t)Ue(t)dt ≤ V (t0) + γ2
∫ tf

t0

ω̄T (t)ω̄(t)dt (6.12)
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where tf is the terminal time, γ > 0 is the desired tracking performance level, U >0

is the weighting matrix, and V (t0) is the energy function of initial states.

The purpose of this chapter is to design the network-based fuzzy static output

feedback controller (6.7) such that the system (6.11) is asymptotically stable with

a prescribed H∞ tracking performance, which means that

1) the system (6.11) with ω̄(t)=0 is asymptotically stable;

2) the output tracking error e(t) satisfies the H∞ tracking performance (6.12),

for all nonzero ω̄(t)∈L2[t0,∞).

Notice that the system (6.11) with τ(t)=0 is unstable whereas the system (6.11)

with τ(t) satisfying (6.9) may be stable. From a stability point of view, there exist a

lower delay bound τmin>0 and an upper delay bound τmax>0 such that the system

(6.11) is asymptotically stable with a prescribed H∞ tracking performance. It is

worth pointing out that τm is both the lower bound of network-induced delays and

the lower bound of the sawtooth delay, and therefore τm>0 is essential for network-

based static output feedback tracking control. Then one can see that the intentional

introduction of an appropriate network-induced delay between the system (6.3) and

the fuzzy static output feedback controller (6.6) can produce a stable and satisfactory

tracking control.

There are some available results on network-based state feedback tracking control

for a linear system [15], [28], [133], [137] and [148]. However, in many practical

situations, the system is nonlinear and it is physically difficult to measure all the

state variables of a nonlinear system. This fact demands the research on network-

based output feedback tracking control for a nonlinear system. Motivated by (1) a

T-S fuzzy model can be a universal approximator of any smooth nonlinear control

systems on a compact region ([100], [124]); (2) a static output feedback controller

can be easily implemented with low cost compared with a dynamic output feedback

controller ([24], [102]); and (3) the positive effect of the network-induced delay on
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fuzzy static output feedback tracking control has not been investigated, we will focus

on network-based static output feedback tracking control for the nonlinear system

(6.1) described by the T-S fuzzy system (6.3).

To further show the motivations and contributions of this study, we review some

existing results on fuzzy modeling and control of a network-based T-S fuzzy system

[54], [57], [98], [128], [156] and [157]. As mentioned in Chapter 4, there exist the

following limitations in these references

• It is impossible to practically implement the network-based fuzzy controller

depending on continuous premise variables in [57], [98] and [156].

• It is technically wrong to use a routine relaxation method for a traditional T-S

fuzzy system to analyze stability and design a network-based controller for a

T-S fuzzy system in [128] and [157].

• It is very conservative to design a network-based linear tracking controller for

a T-S fuzzy system in [54], without using the routine relaxation method.

Moreover, in the above references [54], [57], [98], [128], [156] and [157], the delay-

dependent criteria are derived by using simple Lyapunov-Krasovskii functionals (LK-

Fs), where the definition of simple LKF can be found in [40]. The simple LKFs can

not be applied to analyze H∞ tracking performance for the system (6.11) since they

require the system (6.11) with τ(t) = 0 to be stable, which is clearly not satisfied.

Furthermore, the knowledge of fuzzy membership functions is not considered in these

works [54], [57], [98], [128], [156] and [157], which may lead to some conservative re-

sults. To design an essentially nonlinear network-based fuzzy static output feedback

controller by taking the knowledge of fuzzy membership functions into account, we

introduce the following asynchronous constraints

|µl − µk
l | ≤ δl, l = 1, 2, ..., r (6.13)

where δl (l = 1, 2, ..., r) are some given positive constants.
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The following lemma is introduced to achieve the upper bounds δi (i = 1, 2, ..., r)

Lemma 6.1. Given the membership functions µi(θ(t)) (i = 1, 2, · · · , r), the universe

of discourse D and known positive scalars τm and τM . The following inequalities hold

for any τ(t) ∈ [τm, τM ]

|µi(θ(t))− µi(θ(t− τ(t)))| ≤ δi, i = 1, 2, · · · , r

where δi = min{1, ϵiρτM} (i = 1, 2, · · · , r), if the following conditions hold

(i) The fuzzy membership functions µi(θ(t)) of the premise variable θ(t) are Lip-

schitz continuous functions with known Lipschitz constants ϵi (i=1, 2, ..., r) on the

compact region D, i.e,

|µi(θ(t))−µi(θ(t− τ(t)))|≤ϵi|θ(t)−θ(t− τ(t))|, i=1, 2, ..., r.

(ii) The derivative of the premise variable θ(t) is bounded, i.e., ∥θ̇(t)∥ ≤ ρ for

any t ∈ [kh+ τk, (k+1)h+ τk+1) (k = 0, 1, · · · ), where ρ is a known positive scalar.

6.2 Performance analysis of static output feed-

back tracking control

In this section, we will derive a new criterion for H∞ tracking performance analysis

by using a complete LKF method. For simplicity of presentation, let

ηT (t) = [ξT (t) ξ̇T (t) ξT (t− τ(t)) ξT (t− τ̄(t)) ξT (t−τm) ξT (t−τM)],

e1 = [Ip×p 0 0 0 0 0]p×6p,

e2 = [0 Ip×p 0 0 0 0]p×6p,

e3 = [0 0 Ip×p 0 0 0]p×6p,

e4 = [0 0 0 Ip×p 0 0]p×6p,

e5 = [0 0 0 0 Ip×p 0]p×6p,

e6 = [0 0 0 0 0 Ip×p]p×6p
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where ei (i = 1, 2, 3, 4, 5, 6) are p×6p matrices; Ip×p denotes a p× p identity matrix;

the others in ej (j=1, 2, ..., 6) are p×p zero matrices; p is the dimension of ξ(t). Then

a delay-dependent criterion for H∞ tracking performance analysis of the system

(6.11) is given by the following proposition.

Proposition 6.1. Given positive scalars γ, τm, τM , δi (i = 1, 2, ..., r), and gain

matrices F1i and F2i(i=1, 2, ..., r) and a weighting matrix U >0, the system (6.11) is

asymptotically stable with a given H∞ tracking performance if there exist symmetric

matrices P >0, Zi>0 (i=1, 2, 3, 4, 5), Si>0 (i=0, 1, ..., N), and matrices X1, X2,

Mi (i= 1, 2, ..., r), Yi (i= 1, 2, 3), Qi, Rij (i, j = 0, 1, ..., N) such that the following

linear matrix inequalities (LMIs) hold

[
P ∗
Q̃T S̃ + R̃

]
>0 (6.14)

Ξl
ii < 0, l = 1, 2, i = 1, 2, ..., r (6.15)

Ξl
ij + Ξl

ji < 0, l = 1, 2 , i, j = 1, 2, ..., r, i ≤ j (6.16)

E0Ω
l
ijE

T
0 +Mi > 0, l = 1, 2, i, j = 1, 2, ..., r (6.17)

where

Q̃T = (Q0, Q1, ..., QN)
T ,

S̃ = diag{υ−1S0, υ
−1S1, ..., υ

−1SN},

R̃ =


R00 R01 · · · R0N

R10 R11 · · · R1N
...

...
. . .

...
RN0 RN1 · · · RNN

 ,

Ξ1
ij=


Ξ11
ij

1 ∗ ∗ ∗
Ξ21 Ξ22 ∗ ∗
τY1 0 −τZ3 ∗
τY3 0 0 −τZ4

 ,

Ξ2
ij=

 Ξ11
ij

2 ∗ ∗
Ξ21 Ξ22 ∗
τY2 0 −τZ3

 ,
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Ξ11
ij

l
=


r∑

k=1

δkĒ0(E0Ω
l
ikE

T
0 +Mi)Ē

T
0 +Ωl

ij ∗

ĒT
i (X1e1+X2e2) −2γ2I

 ,
Ξ21=

[
Γs
1
T Γs

2
T 0 0 0 Γs

3
T 0

Γa
1
T Γa

2
T 0 0 0 Γa

3
T 0

]
,

Ξ22=diag {−Rd−Sd, −3Sd} ,

Rd =


Rd11 Rd12 · · · Rd1N

Rd21 Rd22 · · · Rd2N
...

...
. . .

...
RdN1 RdN2 · · · RdNN

 ,
Rdij = υ(Rij−Ri−1,j−1) (i, j = 1, 2, ..., N),

Sd = diag{S1−S0, S2−S1, · · · , SN−SN−1},

Ω1
ij = eT1 (X

T
1 Āi+Ā

T
i X1+2C̄TUC̄+QN+QT

N+SN+Z1−Z2−Z5)e1

+ eT1 (P−XT
1 +Ā

T
i X2)e2+e

T
1X

T
1 B̄iF̄je3+e

T
1Z5e4+e

T
1Z2e5−eT1Q0e6

+ eT2 (P−X1+X
T
2 Āi)e1+e

T
3 (B̄iF̄j)

TX1e1+e
T
4Z5e1+e

T
5Z2e1−eT6Q0e1

+ eT2 (τ
2
mZ2+τZ3−X2−XT

2 )e2 − eT4Z5e4−eT5 (Z1+Z2)e5−eT6 S0e6

+ eT2X
T
2 B̄iF̄je3+e

T
3 (B̄iF̄j)

TX2e2+(e5−e3)TY1+Y T
1 (e5−e3)

+ Y T
2 (e3−e6) + (e3−e6)TY2+(e1−e4)TY3+Y T

3 (e1−e4),

Ω2
ij = Ω1

ij+τΩ, τ = τM−τm,

E0 =
[
eT1 eT2 eT3

]T
, Ē0 =

[
eT1 eT2 eT3

]
,

Ω = eT1Z5e2+e
T
2Z5e1+e

T
2Z4e2−eT2Z5e4−eT4Z5e2,

Γs
i =[Γs

i1 Γ
s
i2 · · · Γs

iN ] (i = 1, 2, 3, 4),

Γa
i = [Γa

i1 Γ
a
i2 · · · Γa

iN ] (i = 1, 2, 3, 4),

Γs
1n = Qn−1−Qn+

υ

2
(RT

n,N+R
T
n−1,N),

Γa
1n =

υ

2
(RT

n−1,N−RT
n,N),

Γs
2n =

υ

2
(Qn+Qn−1),

Γa
2n =

υ

2
(Qn−1−Qn),
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Γs
3n =

υ

2
(−RT

n,0−RT
n−1,0),

Γa
3n =

υ

2
(RT

n,0−RT
n−1,0),

n = 1, 2, ..., r, υ = τM/N.

Proof: We first analyze the asymptotic stability for the system (6.11) with ω̄(t)=

0 by using a complete LKF method. The complete LKF is constructed as follows

V (t, ξt(θ), ξ̇t(θ)) = V1(t, ξt(θ), ξ̇t(θ)) + V2(t, ξt(θ), ξ̇t(θ)) + V3(t, ξt(θ), ξ̇t(θ)) (6.18)

where ξt(θ) = ξ(t+θ) and ξ̇t(θ) = ξ̇(t+θ), ∀θ∈ [−τM , 0], the space of functions ξt(θ)

and ξ̇t(θ) is denoted by W with the norm ∥ξ∥W = supθ∈[−τM , 0]{∥ξt(θ)∥, ∥ξ̇t(θ)∥} and

V1(t, ξt(θ), ξ̇t(θ)) =
1

2
ξT (t)Pξ(t) + ξT (t)

∫ 0

−τM

Q(θ)ξ(t+ θ)dθ

+
1

2

∫ 0

−τM

∫ 0

−τM

ξT (t+θ)R(θ, s)ξ(t+s)dθds

+
1

2

∫ 0

−τM

ξT (t+ θ)S(θ)ξ(t+ θ)dθ,

V2(t, ξt(θ), ξ̇t(θ)) =
1

2

∫ 0

−τm

ξT (t+ θ)Z1ξ(t+ θ)dθ

+
τm
2

∫ 0

−τm

∫ 0

s

ξ̇T (t+ θ)Z2ξ̇(t+ θ)dθds

+
τM − τm

2

∫ −τm

−τM

∫ 0

s

ξ̇T (t+ θ)Z3ξ̇(t+ θ)dθds,

V3(t, ξt(θ), ξ̇t(θ)) =
τM−τ(t)

2

∫ 0

−τ̄(t)

ξ̇T (t+ θ)Z4ξ̇(t+ θ)dθ

+
τM−τ(t)

2
(x(t)−x(t− τ̄(t)))T Z5 (x(t)−x(t− τ̄(t))) ,

τ̄(t)=τ(t)−τk, t ∈ [kh+τk, (k + 1)h+τk+1), ∀k ∈ Z,

Zi ∈ Rp×p, Zi = ZT
i (i=1, 2, 3, 4, 5),

P ∈ Rp×p, P = P T,

Q : [−τM , 0] → Rp×p, Q(θ) = QT(θ),

S : [−τM , 0] → Rp×p, S(θ) = ST(θ),

R : [−τM , 0]× [−τM , 0] → Rp×p, R(θ, s) = RT (s, θ).
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Using Lemma 5.2 in Chapter 5, we can obtain ε1∥ξ(t)∥2 ≤ V (t, ξt(θ), ξ̇t(θ)) ≤

ε2∥ξ∥2W if (6.14) and Zi > 0 (i= 1, 2, 3, 4, 5) hold. Let V (t) = V (t, ξt(θ), ξ̇t(θ)) and

taking the derivative of V (t) yields

V̇ (t) =ηT (t)eT2

(∫ 0

−τM

Q(θ)ξ(t+θ)dθ+Pe1η(t)

)
+ηT (t)eT1

∫ 0

−τM

Q(θ)ξ̇(t+ θ)dθ

+

∫ 0

−τM

ξ̇T (t+ θ)S(θ)ξ(t+ θ)dθ+

∫ 0

−τM

∫ 0

−τM

ξ̇T (t+θ)R(θ, s)ξ(t+s)dθds

+
1

2
ηT (t)

[
eT1Z1e1−(e1−e4)TZ5(e1−e4)+eT2 (τ 2mZ2+τZ3)e2−eT5Z1e5

]
η(t)

+
τM−τ(t)

2
ηT (t)

[
2(e1−e4)TZ5e2+e

T
2Z4e2

]
η(t)− τm

2

∫ t

t−τm

ξ̇T (s)Z2ξ̇(s)ds

− 1

2

∫ t−τm

t−τM

ξ̇T (s)Z3ξ̇(s)ds−
1

2

∫ t

t−τ̄(t)

ξ̇T (s)Z4ξ̇(s)ds. (6.19)

For the system (6.11) with ω̄(t)=0, the following equation hold for matrices X1 and

X2 with appropriate dimensions

r∑
i=1

r∑
j=1

µiµ
k
jη

T (t)(eT1X
T
1 +e

T
2X

T
2 )
(
Āie1+B̄iF̄je3−e2

)
η(t) = 0 (6.20)

where t ∈ [kh+ τk, (k + 1)h+ τk+1) (∀k ∈ Z).

Using Jensen integral inequality, we have

− τm

∫ t

t−τm

ξ̇T (s)Z2ξ̇(s)ds ≤ −ηT (t)(e1−e5)TZ2(e1−e5)η(t). (6.21)

Applying Lemma 2.2 in Chapter 2 with E =e5−e3, ψ=η(t) and Z=Y1 to the term

−
∫ t−τm
t−τ(t)

ξ̇T (s)Z3ξ̇(s)ds, we obtain

−
∫ t−τm

t−τ(t)

ξ̇T (s)Z3ξ̇(s)ds ≤ηT (t)
[
(e5−e3)TY1+Y T

1 (e5−e3)
]
η(t)

+ (τ(t)−τm)ηT (t)Y T
1 Z

−1
3 Y1η(t). (6.22)

Similarly, the following inequalities hold

−
∫ t−τ(t)

t−τM

ξ̇T (s)Z3ξ̇(s)ds ≤ηT (t)
[
(e3−e6)TY2+Y T

2 (e3−e6)
]
η(t)

+ (τM−τ(t))ηT (t)Y T
2 Z

−1
3 Y2η(t) (6.23)

−
∫ t

t−τ̄(t)

ξ̇T (s)Z4ξ̇(s)ds ≤ηT (t)
[
(e1−e4)TY3+Y T

3 (e1−e4)
]
η(t)

+ (τ(t)−τm)ηT (t)Y T
3 Z

−1
4 Y3η(t). (6.24)
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Integrating by parts in (6.19) and applying the discretization scheme in [34] and

(6.20)-(6.24), we have

V̇ (t) ≤1

2

r∑
i=1

r∑
j=1

µiµ
k
jη

T (t)Ωij(t)η(t) +
1

2

∫ 1

0

ξ̃T (α)Sdξ̃(α)dα

+ ηT (t)

∫ 1

0

[Γs + (1− 2α)Γa]ξ̃(α)dα +
1

2

∫ 1

0

ξ̃T (α)dαRd

∫ 1

0

ξ̃(α)dα (6.25)

for t ∈ [kh+ τk, (k + 1)h+ τk+1) (∀k ∈ Z), where

ξ̃T (α)=[ξ̃T (α1) ξ̃
T (α2) · · · ξ̃T (αN)]

T ,

ξ̃T (αi)=ξ
T (t−iυ+αυ), i = 1, 2, . . . , N,

Ωij(t)=Ω1
ij−2eT1 C̄

TUC̄e1+Ω1(t)+Ω2(t),

Ω1(t)=(τ(t)−τm)(Y T
1 Z

−1
3 Y1+Y

T
3 Z

−1
4 Y3),

Ω2(t)=(τM−τ(t))(Ω+Y T
2 Z

−1
3 Y2).

Applying Proposition 5.21 in [34] to the left side of (6.25), we obtain

V̇ (t) ≤ 1

2

r∑
i=1

r∑
j=1

µiµ
k
j

[
η(t)
ζ(α)

]T
Ξ̄ij(t)

[
η(t)
ζ(α)

]
(6.26)

for t ∈ [kh+ τk, (k + 1)h+ τk+1) (∀k ∈ Z), where

ζ(α) =

∫ 1

0

ξ̃(α)dα,

Ξ̄ij(t) =

[
Ωij(t) ∗
Ξ̄21 Ξ22

]
,

Ξ̄21 =

[
Γs
1
T Γs

2
T 0 0 0 Γs

3
T

Γa
1
T Γa

2
T 0 0 0 Γa

3
T

]
.

Let

Ξ̄l(t)=

[
Ωl(t) ∗
Ξ̄21 Ξ22

]
, l=1, 2.

Clearly, Ξ̄ij(t) is a convex combination of Ξ̄1(t) and Ξ̄2(t) on τ(t) ∈ [τm, τM ]. By

using the convex combination technique and Schur complement, we can see that the
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inequality
r∑

i=1

r∑
j=1

µiµ
k
j Ξ̄ij(t)<0 can be ensured by


r∑

i=1

r∑
j=1

µiµ
k
j Ω̄

1
ij ∗ ∗ ∗

Ξ̄21 Ξ22 ∗ ∗
τY1 0 −τZ3 ∗
τY3 0 0 −τZ4

 < 0 (6.27)


r∑

i=1

r∑
j=1

µiµ
k
j Ω̄

2
ij ∗ ∗

Ξ̄21 Ξ22 ∗
τY2 0 −τZ3

 < 0 (6.28)

where Ω̄1
ij = Ω1

ij−2eT1 C̄
TUC̄e1 and Ω̄2

ij = Ω̄1
ij+τΩ.

Notice that
r∑

i=1

(µk
i −µi)=0 and |µk

i −µi|≤δi for i = 1, 2, ..., r. If the LMI (6.17)

holds, we have

r∑
i=1

r∑
j=1

µiµ
k
j Ω̄

l
ij

=
r∑

i=1

r∑
j=1

µiµjΩ̄
l
ij +

r∑
i=1

r∑
j=1

µi(µ
k
j − µj)Ω̄

l
ij

≤
r∑

i=1

r∑
j=1

µiµj

[
Ω̄l

ij+
r∑

k=1

δkĒ0(E0Ω̄
l
ikE

T
0 +Mi)Ē

T
0

]
. (6.29)

Then it is easy to see that (6.27)-(6.28) are implied by the LMIs (6.15)-(6.16). It

follows from (6.26) that V̇ (t) ≤ −ε3∥ξ(t)∥2 for t ∈ [kh+τk, (k+1)h+τk+1), ∀k ∈ Z.

is satisfied, which means that the system (6.11) is asymptotically stable.

We now consider H∞ tracking performance of the system (6.11). Taking the

time derivative of the LKF (6.18), we have

V̇ (t) ≤ 1

2

r∑
i=1

r∑
j=1

µiµ
k
j

[
η̃(t)
ζ(α)

]T
Ξij(t)

[
η̃(t)
ζ(α)

]
+ γ2ωT (t)ω(t)− ξT (t)C̄TUC̄ξ(t) (6.30)
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for t ∈ [kh+ τk, (k + 1)h+ τk+1) (∀k ∈ Z), where

η̃T (t)=
[
ηT (t) ωT (t)

]
,

Ξij(t)=

[
Ξ11
ij (t) ∗
Ξ21 Ξ22

]
,

Ξ11
ij (t) =

[
Ωij(t)+2eT1 C̄

TUC̄e1 ∗
ĒT

i (X1e1+X2e2) −2γ2I

]
.

By using the convex combination technique and Schur complement, we obtain that
r∑

i=1

r∑
j=1

µiµ
k
jΞij(t)<0 holds if the following inequalities are satisfied


r∑

i=1

r∑
j=1

µiµ
k
j Ξ̄

1
ij ∗ ∗ ∗

Ξ21 Ξ22 ∗ ∗
τY1 0 −τZ3 ∗
τY3 0 0 −τZ4

 < 0 (6.31)


r∑

i=1

r∑
j=1

µiµ
k
j Ξ̄

2
ij ∗ ∗

Ξ21 Ξ22 ∗
τY2 0 −τZ3

 < 0 (6.32)

where

Ξ̄l
ij =

[
Ωl

ij ∗
ĒT

i (X1e1+X2e2) −2γ2I

]
, l = 1, 2.

Using (6.30), we can see that (6.31)-(6.32) can be ensured by (6.15)-(6.17). It follows

from (6.28) that V̇ (t) + eT (t)Ue(t) − γ2ω̄T (t)ω̄(t) < 0 for t ∈ [kh + τk, (k + 1)h +

τk+1), ∀k ∈ Z. Then the H∞ tracking performance (6.12) is ensured for the system

(6.11) on [t0, ∞), which completes the proof.

Remark 6.1. It can be seen from the above proof that the inherent piecewise-linear

time-varying delay information τ̇(t)=1 on [kh+τk, (k+1)h+τk+1) (∀k ∈ Z) and the

knowledge about premise variables and membership functions (ρ and ϵi, i=1, 2, ..., r)

are utilized to establish a less conservative delay-dependent criterion. Notice that

for the asynchronous T-S fuzzy system (6.11), the H∞ performance criterion may
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be generally cast as negativity of fuzzy summations in the form

φT (t)

(
r∑

i=1

r∑
j=1

µiµ
k
jΞij

)
φ(t) < 0, ∀φ(t) ̸= 0. (6.33)

Then the inequality (6.33) can be ensured by Ξij < 0 (i, j = 1, 2, ..., r), which is

conservative, see [93]. In this study,
∑r

i=1(µ
k
i − µi) = 0 and |µi − µk

i | ≤ δi are fully

utilized to introduce some free-weighting matrices Mi (i = 1, 2, ..., r), which can be

used to reduce the conservatism.

Remark 6.2. From a stability point of view, there exist a lower delay bound τmin

and an upper delay bound τmax such that the system (6.11) is asymptotically stable

with a prescribed H∞ tracking performance γ. By scheduling the network-induced

delay τk (∀k ∈ Z) and choosing an appropriate sampling period h, we make the

interval [τm, τM ] fall into (τmin, τmax) to ensure the system (6.11) with a given H∞

tracking performance γ. The steps mentioned above Proposition 5.2 in Chapter 5

can be used to determine appropriate delay bounds τm and τM such that the H∞

tracking performance γ is ensured for the system (6.11).

For given τm > 0, τM > 0, U > 0, F1i and F2i (i = 1, 2, ..., r), one can employ

Proposition 6.1 to determine the minimum γ, which can be obtained by solving the

following optimization problem:

minimize γ

subject to P > 0, Zi > 0 (i=1, 2, 3, 4, 5), Si > 0 (i=0, 1, ..., N),

and LMIs (6.14)− (6.17).

6.3 Fuzzy static output feedback tracking control

design

In this section, we are interested in designing the network-based fuzzy static output

feedback tracking controller (6.7) for the nonlinear system (6.1) described by (6.3).
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Notice that in Proposition 6.1, constant matrices C, Cr and gain matrices F1i, F2i

are coupled into F̄i (i = 1, 2, ..., r), which makes it difficult to design a static output

feedback tracking controller. Similar to the control design method in Chapter 3,

we will propose a design algorithm of a fuzzy static output feedback tracking con-

troller by applying a particle swarm optimization (PSO) technique with feasibility

of Proposition 6.1. The control design algorithm is as follows

Algorithm 6.1.

Step 1. Initialization

1.1 Randomly initialize a group with np particles. Each particle consists of mem-

bers fij(0) in F 0
1ρj and F 0

2ρj; and fij(0) lies in the range [αj, βj], where i =

1, 2, . . . , np, ρ=1, 2, . . . , r and j=1, 2, . . . , 2mlr;

1.2 Initialize parameters c1, c2, ωM , ωm,mη, ν
min
j and νmax

j , where j=1, 2, . . . , 2mlr;

1.3 Initialize the velocity of np particles and νmin
j ≤ νij(0) ≤ νmax

j , where i =

1, 2, . . . , np and j=1, 2, . . . , 2mlr, and set k = 0;

1.4 Initialize the fitness value γ0i = lp, where lp is a positive constant and i =

1, 2, . . . , np. Solve the minimization problem at the end of Section 6.2 to obtain

the minimum γ0i for given F 0
1ρj and F

0
2ρj, i∈{1, 2, . . . , np} and ρ=1, 2, . . . , r;

1.4.1 Assign the minimum γ0i to γip and fij(0) to pbestij, respectively, where

γip is the fitness value of the particle pbest, i = 1, 2, . . . , np, and j =

1, 2, . . . , 2mlr, and set k = 0;

1.4.2 Assign min
i
{γ0i | i ∈ {1, 2, ..., np}} to γ0g and fgj(0) to gbestj(0), re-

spectively, where γ0g is the fitness value of the particle gbest, and j =

1, 2, . . . , 2mlr and set k = 0;

Step 2. Fitness evaluation of particles
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2.1 Obtain F k
1ρi and F k

2ρi from fij(k) in np particles, where i = 1, 2, ..., np, ρ =

1, 2, . . . , r, j=1, 2, . . . , 2mlr, and k ≥ 1, k ∈ N;

2.2 Solve the minimization problem at the end of Section 6.2 to obtain the min-

imum γki for given F k
1ρi and F k

2ρi, where i∈ {1, 2, . . . , np}, ρ= 1, 2, . . . , r, and

k ≥ 1, k ∈ N;

2.3 Record the previous best particles and their fitness values. If γki < γip, then

assign γki to γip and fij(k) to pbestij, respectively, where i= 1, 2, ..., np, j =

1, 2, . . . , 2mlr, and k ≥ 1, k ∈ N;

2.4 Record the global best particle and its fitness value. If γk−1
g > min{γki }

np

i=1,

then assign min
i
{γki | i ∈ {1, 2, ..., np}} to γkg and fgj(k) to gbestj(k), respec-

tively; otherwise, assign γk−1
g to γkg and store the corresponding particle, where

j=1, 2, . . . , 2mlr, and k ≥ 1, k ∈ N. If |γkg −γk−1
g | ≤ ε is satisfied within mη

iterations, where ε > 0 is a sufficiently small constant, then exit, and k ≥ 1,

k ∈ N; otherwise, go to Step 2.5;

2.5 Update the velocity of np particles by (3.43) and (3.45) in Chapter 3. If

νij(k)<ν
min
j or νij(k)>ν

max
j , then randomly generate νij(k) satisfying ν

min
j ≤

νij(k)≤νmax
j , where i=1, 2, ..., np, j=1, 2, . . . , 2mlr, and k ≥ 1, k ∈ N;

2.6 Update the position of np particles by (3.44) in Chapter 3. If fij(k)<αj or

fij(k)> βj, then randomly generate fij(k) satisfying αj ≤ fij(k)≤ βj, where

i=1, 2, ..., np, j=1, 2, . . . , 2mlr, and k ≥ 1, k ∈ N;

2.7 If k>mη, wheremη is the maximum number of iterations, then exit; otherwise,

set k = k + 1 and go to Step 2.1;

Step 3. Obtain the minimum γg > 0 and the corresponding F1 and F2 from the

global best particle.
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Remark 6.3. Algorithm 6.1 is a novel evolutionary algorithm which utilizes the

particle swarm optimization technique with feasibility of an LMI-based H∞ tracking

performance criterion. This algorithm can effectively avoid some ideal assumptions

and linearization techniques such as equality or inequality constraints and iteration

algorithm in delay-dependent static output feedback control design.

6.4 An example

In this section, we will show the effectiveness of the proposed design method by

performing network-based static output feedback tracking control for the following

nonlinear system
ẋ1(t)=(1 + 0.1 sin2(x1(t)))x2(t)
ẋ2(t)= 0.1x2(t)(cos

2(x1(t))−sin2(x1(t)))−2x1(t) + u(t)+0.1ω(t)
y(t)=x1(t)

(6.35)

where y(t) is the output and ω(t) is the external disturbance.

Consider the following reference model{
ẋr(t) = −xr(t) + 0.2r(t)
yr(t) = 0.5xr(t).

(6.36)

Suppose that the operating domain of the system (6.35) is D1={x(t) : |x1(t)| ≤

0.5π, |x2(t)| ≤ 0.5}. Choose the premise variable as θ(t)=y(t). Then the nonlinear

system (6.35) can be exactly expressed as ẋ(t) =
2∑

i=1

µi(θ(t)) [Aix(t) +Biu(t) + Eiω(t)]

y(t) = Cx(t)

(6.37)

where

A1=

[
0 1
−2 0.1

]
, B1=

[
0
1

]
, E1=

[
0
0.1

]
,

A2=

[
0 1.1

−2.1 0

]
, B2=

[
0
1

]
, E2=

[
0
0.1

]
C =

[
1 0

]
, µ1 = cos2(x1(t)), µ2 = sin2(x1(t)),
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Table 6.1: The maximum τM for given τm=0.30s and different N

N 1 2 3
τM(s) 0.5000 0.6403 0.7006

It is easy to see that |x1(t)−x1(kh)| ≤
∫ t

t−τ(t)
|ẋ1(s)|ds ≤ 1.1τM and |µi−µk

i | ≤

|x1(t)−x1(kh)| = 1.1τM (i = 1, 2) hold on the compact region D1. Then we have

δi=min{1, 1.1τM} (i=1, 2).

Notice that there do not exist output feedback gains fi such that Ai+BifiC

(i=1, 2) are Hurwitz, which means that the system (6.35) can not be stabilized by

a fuzzy static output feedback controller. So it is impossible to fulfill the output

tracking control task by using the following controller

u(t)=
2∑

i=1

µi [f1iy(t)+f2iyr(t)] (6.38)

where f1i and f2i (i = 1, 2) are the output feedback gains to be determined. To

achieve a stable and satisfactory tracking control, we intentionally insert a network

that induces the communication delays (τ sck and τ cak , ∀k ∈ Z) between the system

(6.35) and the controller (6.38). Then the input of the system (6.35) in a network

environment can be described by u(t)=
2∑

i=1

µi [f1iy(t−τ(t))+f2iyr(t−τ(t))]

t ∈ [kh+ τk, (k + 1)h+ τk+1), k ∈ Z
(6.39)

where τ(t) = t− kh, τk=τ
sc
k +τ cak , ∀k ∈ Z.

We now design the network-based fuzzy static output feedback tracking con-

troller by using Algorithm 6.1. The search spaces of f i
k (i = 1, 2, . . . , np) are roughly

set to be [αk, βk] = [−2, 2] (k = 1, 2, 3, 4) and the tuning parameters are initial-

ized to be np = 20, c1 = c2 = 2, ωM = 0.7, ωm = 0.4, mη = 100 and vmax
k = 0.4

(k = 1, 2, 3, 4), which satisfy the convergence of a PSO algorithm [18]. For given

τm = 0.30s, τM = 0.50s, N = 1 and U = 1, applying Algorithm 6.1, we obtain the
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Figure 6.1: The outputs of the system (6.35)-(6.36) in Case I

minimum H∞ tracking performance γmin = 0.8812 and the corresponding output

feedback gains f11 = 1.3242, f12 = 0.8121, f21 = 1.2163 and f22 = 0.5619. Then an

H∞ tracking performance γmin=0.8812 is ensured by the obtained controller in the

presence of τk (∀k∈Z) satisfying 0.30s≤ τk≤0.50s−h, where h (0<h≤0.20s) is a

sampling period. Using Proposition 6.1 with f11=1.3242, f12=0.8121, f21=1.2163

and f22=0.5619, γmin=0.8812 and τm=0.30s, the maximum τM for different N is

solved and listed in Table 5.1. From Table 5.1, we can clearly see that the inter-

val [0.30s, τM ] is magnified as N increases, which means that the conservatism of

the stability criterion is reduced significantly by increasing N . On the other hand,

if there is no available knowledge of membership functions, using Proposition 6.1

with τm=0.30s, τM =0.50s and the obtained output feedback gains, we can obtain

the minimum H∞ tracking performance γmin = 1.3619, which is much larger than

γmin=0.8812. Then we can conclude that a better H∞ tracking performance can be

achieved by using the criterion involving the knowledge of membership functions.

Next, we show the positive effect of the network-induced delay on the tracking

performance. In simulation, the sampling period is h=0.05s and the initial states
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Figure 6.2: The outputs of the system (6.35)-(6.36) in Case II

are chosen as x(t0)=[0.5 0]T , xr(t0)=−0.3. It is assumed that

ω(t) =

{
sin(6t), 10s ≤ t ≤ 60s
0, otherwise,

r(t) =


1, 5s ≤ t ≤ 35s
−1, 35s < t ≤ 65s
0, otherwise.

We depict the output responses of the system (6.35)-(6.36) in the following two

cases, i.e., Case I: there is no network between the system (6.35) and the controller

(6.38) and Case II: the network-induced delay τk (∀k ∈ Z) varies in [0.30s, 0.45s].

Figure 6.1 and Figure 6.2 shows the outputs of the system (6.35)-(6.36) in Case I

and Case II, respectively. The output tracking error e(t) in Case II is shown by

Figure 6.3. In Figure 6.1, the output of the system (6.35) is unstable when there

is no network connecting the system (6.35) with the obtained controller. However,

if we purposefully introduce a network-induced delay in Case II in the feedback

control loop, the output of the system (6.35) can track the output of the reference

model (6.36) very well, which can be clearly seen in Figure 6.2 and Figure 6.3. Then

we can conclude that the purposeful introduction of a network-induced delay in the

feedback control loop can produce a stable and satisfactory tracking control.
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Figure 6.3: The output tracking error of the system (6.35)-(6.36) in Case II

6.5 Summary

In this chapter, we have dealt with network-based fuzzy static output feedback

tracking control for a nonlinear system that can not be stabilized by a fuzzy static

output feedback controller without a time-delay, but can be stabilized by a de-

layed fuzzy static output feedback controller. We have shown that a stable and

satisfactory tracking control can be achieved by intentionally inserting a communi-

cation network that leads to a network-induced delay in the feedback control loop.

The network-based tracking control system has been described by an asynchronous

T-S fuzzy system with an interval time-varying sawtooth delay. A new discontin-

uous complete Lyapunov-Krasovskii functional has been constructed to establish

a delay-dependent criterion for H∞ tracking performance analysis. To reduce the

conservatism of the obtained criterion, we have proposed a new relaxation method

by utilizing the asynchronous constraints on membership functions to introduce

some free-weighting matrices. A novel control design algorithm has been proposed

by applying a particle swarm optimization technique with feasibility of the derived

criterion. The effectiveness of the design method has been shown by an example.
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7.1 Conclusions

This dissertation has been concerned with the network-based output tracking control

for continuous-time systems. The systems under consideration are linear systems

and nonlinear systems described by T-S fuzzy models, respectively. The systems

have been classified as Case I: the systems can be stabilized by non-delayed static

output feedback controllers; and Case II: the systems can not be stabilized by non-

delayed static output feedback controllers, but can be stabilized by delayed static

output feedback controllers.

For the systems in Case I, the negative effects of network-induced delays and/or

packet dropouts on network-based output tracking control have been considered.

More specifically, in this dissertation, the following problems have been studied.

• Network-based state feedback tracking control for a linear system has been stud-

ied by taking network-induced delays and packet dropouts into account. Some

delay-dependent criteria for H∞ tracking performance analysis and controller

design have been established by using a new discontinuous simple Lyapunov-

Krasovskii functional and a generalized Jensen integra inequality that com-

bines a convex delay analysis method. Two examples have shown that the

obtained criteria are less conservative and can ensure a better H∞ tracking

performance over some existing ones.
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• Network-based output tracking control for a linear system via an observer-based

controller has been considered. The network-based tracking control system has

been modeled as a system with two different interval time-varying delays by

taking into consideration the asynchronous inputs of the linear system and the

controller due to the effects of network-induced delays and packet dropouts in

the controller-to-actuator channel. A new delay-dependent criterion has been

established such that the system with two delays is exponentially stable with

a prescribed H∞ tracking performance. Since a separation principle can not

applied to design the controller, a particle swarm optimization algorithm has

been presented to search for the minimum H∞ tracking performance and the

corresponding gains. Network-based output tracking control of a mobile robot

has shown the validity of the proposed method.

• Network-based fuzzy state feedback tracking control for a nonlinear system via

a T-S fuzzy model has been considered by using the knowledge of member-

ship functions. Using a fuzzy controller that depends on available sampled-

data measurement of feedback states and premise variables, the network-based

nonlinear control system has been represented by an asynchronous T-S fuzzy

system with an interval time-varying sawtooth delay induced by sampling

behaviors, network-induced delays and packet dropouts. Since a routine re-

laxation method for H∞ performance analysis and controller design of a tra-

ditional T-S fuzzy system can not be used for that of the asynchronous fuzzy

system, a new relaxation method has been proposed by using asynchronous

constraints. Using the proposed relaxation method and a discontinuous simple

Lyapunov-Krasovskii functional, some delay-dependent criteria for H∞ track-

ing performance analysis and tracking controller design have been established

in terms of linear matrix inequalities. Network-based tracking control of the

Duffing forced-oscillation system has been demonstrated in simulation.



7.1. Conclusions 145

For the systems in Case II, the positive effects of network-induced delays on

network-based output tracking control have been investigated. More specifically,

the following problems have been considered.

• For a linear system in Case II, the positive effect of a network-induced delay

on network-based output tracking control has been investigated. By intention-

ally inserting a network between the system and a static output feedback

controller, a network-induce delay has been purposefully introduced in the

feedback control loop to produce a stable and satisfactory tracking control.

A new discontinuous complete Lyapunov-Krasovskii functional has been con-

structed to derive a delay-dependent criterion for H∞ tracking performance

analysis. By applying a particle swarm optimization technique with feasibility

of the obtained criterion, a novel control design algorithm has been proposed

to search for the minimum H∞ tracking performance and the corresponding

gain. The effectiveness of the proposed method has been shown by performing

network-based output tracking control of a damped harmonic oscillator.

• For a nonlinear system in Case II, the positive effect of a network-induced delay

on network-based output tracking control has been investigated. For such a sys-

tem, it is impossible to achieve a stable tracking control by a non-delayed fuzzy

static output feedback controller; however, by intentionally inserting a network

between the nonlinear system and a fuzzy static output feedback controller,

we have purposefully introduced a network-induced delay in the feedback con-

trol loop to produce a stable and satisfactory tracking control. Taking sam-

pling behaviors and the network-induced delay into account, the network-based

tracking control system has been modeled as an asynchronous T-S fuzzy sys-

tem. By using a new discontinuous complete Lyapunov-Krasovskii functional

and the asynchronous constraints on membership functions, a delay-dependent

H∞ tracking performance criterion has been established. The fuzzy tracking
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control design algorithm has been proposed by applying a particle swarm opti-

mization technique with feasibility of the obtained criterion. The effectiveness

of the proposed method has been illustrated by an example.

7.2 Future work

Network-based output tracking control for systems has received increasing atten-

tion in recent years. The current research has been focused on some fundamental

issues in network-based output tracking control for continuous-time systems, such as

modeling, stability analysis and controller design of network-based tracking control

systems in the presence of network-induced delays and/or packet dropouts. In addi-

tion, there are several topics associated with network-based output tracking control

for the future research work. Some related topics are listed below.

• The effects of some network-induced constraints such as quantization errors,

time-varying samplings and communication constraints on network-based out-

put tracking control will be investigated. The effects of network-induced delays

and/or packet dropouts on system stability and tracking performance have

been investigated in this dissertation. Besides network-induced delays and

packet dropouts, there exist some network-induced constraints such as quan-

tization errors, time-varying samplings and communication constraints. It is

important to investigate the effects of these network-induced constraints si-

multaneously on network-based output tracking control.

• Network-based output tracking control for a continuous-time system via a dy-

namic output feedback controller will be investigated. Notice that a static

output feedback tracking controller can be simply implemented with low cost.

However, it can not be applied in some particular cases, for example, if Kimura-

Davison conditions are not satisfied. In this case, a dynamic output feedback

controller is required to perform the network-based output tracking control.
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Different from static output feedback control, a two-channel NCS via dynamic

output feedback control is not equivalent to a one-channel NCS due to network-

induced delays and packet dropouts in the controller-to-actuator channel. It

is a challenging issue to design a network-based dynamic output feedback con-

troller for the two-channel NCS.

• A network-based nonlinear fuzzy tracking controller will be designed for a non-

linear system in a T-S fuzzy model when the asynchronous constraints on fuzzy

membership functions are unknown or partly unknown. In this dissertation,

the fuzzy controller shares same fuzzy sets and premise variables with the T-S

fuzzy model and the asynchronous constraints are available. It is of impor-

tance to investigate the network-based output tracking control for a T-S fuzzy

system with unknown or partly unknown asynchronous constraints.

• Network-based fuzzy output tracking control for a fuzzy-model-based nonlinear

system via an observer-based controller is an problem to be addressed. There

exist two main difficulties related to the research problem. One is how to model

the nonlinear network-based control system by taking the fire mechanisms of

both the T-S fuzzy model and the fuzzy observer-based controller into account.

The other is how to design the fuzzy observer-based tracking controller in a

network environment when a separation principle does not work.

• Some less conservative H∞ tracking performance criteria with few matrix vari-

ables and tracking control design methods will be considered. In this disserta-

tion, the obtained criteria involve some free-weighting matrices, which cost

much computational complexity. It is worthwhile to seek new methods to re-

duce the conservatism of the criteria without using many matrix variables. In

addition, the proposed control design algorithm employs a standard particle

swarm optimization technique, which leaves room for improvements.
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• Network-based output tracking control for a discrete-time system will be con-

sidered. In this dissertation, the controlled plant is a continuous-time system

and the reference model is a linear system. When the plant is a discrete-time

system or the reference model is a nonlinear system, the problem of network-

based output tracking control needs further investigation.



References 149

References

[1] C. Abdallah, P. Dorato, J. Benitez-Read, and R. Byrne, “Delayed positive

feedback can stabilize oscillatory systems,” Proceedings of American Control

Conference, San Francisco, USA, pp. 3106-3107, 1993.

[2] A. Alvarez-Aguirre, N. Van De Wouw, T. Oguchi, K. Kojima, and H. Nijmei-

jer, “Remote tracking control of unicycle robots with network-induced delays,”

Informatics in Control, Automation and Robotics, vol. 89, no. 3, pp. 225-238,

2011.

[3] B.D. Anderson and J. Moore, Optimal Control-Linear Quadratic Methods. En-

glewood Cliffs, NJ: Prentice-Hall, 1990.

[4] P. Antsaklis and J. Baillieul, “Special issue on technology of networked control

systems,” Proceedings of the IEEE, vol. 95, no. 1, pp. 5-8, Jan. 2007.

[5] E. Atam, “Comments on ‘On-line optimal tracking control of continuous-time

systems’,” Mechatronics, vol. 19, no. 8, pp. 1236-1239, Dec. 2009.

[6] F.M. Atay, “Van der Pol’s oscillator under delayed feedback,” Journal of Sound

and Vibration, vol. 218, no. 2, pp. 333-339, Nov. 1998.

[7] J. Baillieul and P. Antsaklis, “Control and communication challenges in net-

worked real-time systems,” Proceedings of the IEEE, vol. 95, no. 1, pp. 9-28,

Jan. 2007.



150 References

[8] L. Biernacki, M. Radoslaw, H. Hwang, and S.P. Bhattacharyya, “Robust sta-

bility with structured real parameter perturbations,” IEEE Transactions on

Automatic Control, vol. 32, no. 6, pp. 495-506, Jun. 1987.

[9] S. Boyd, L. EI Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix Inequal-

ities in System and Control Theory. SIAM, Philadelphia, Pa, USA, 1994.

[10] E.K. Boukas, “Manufacturing systems: LMI approach,” IEEE Transactions on

Automatic Control, vol. 51, no. 6, pp. 1014-1018, Jun. 2006.

[11] Y.-T. Chang and B.-S. Chen, “A fuzzy approach for robust reference-tracking

control design of nonlinear distributed parameter time-delayed systems and its

application,” IEEE Transactions on Fuzzy Systems, vol. 18, no. 6, pp. 1041-

1057, Dec. 2010.

[12] B.-S. Chen, C.-H. Lee, and W.-S. Chang, “A robust H∞ model reference track-

ing design for non-holonomic mechanical control systems,” International Jour-

nal of Control, vol. 63, no. 2, pp. 283-306, Feb. 1996.

[13] B.-S. Chen, C.-H. Lee, and Y.-C. Chang, “H∞ tracking design of uncertain

nonlinear SISO systems: Adaptive fuzzy approach,” IEEE Transactions on

Fuzzy Systems, vol. 4, no. 1, pp. 32-43, Feb. 1996.

[14] B. Chen, X.P. Liu, S.C. Tong, and C. Lin, “Observer-based stabilization of T-S

fuzzy systems with input delay,” IEEE Transactions on Fuzzy Systems, vol. 16,

no. 3, pp. 652-663, Jun. 2008.

[15] W.-H. Chen and W.X. Zheng, “Input-to-state stability for networked control

systems via an improved impulsive system approach,” Automatica, vol. 47, no.

4, pp. 789-796, Apr. 2011.

[16] J.-H. Chou, C.-H. Hsieh, and J.-H. Sun, “On-line optimal tracking control of

continuous-time systems,” Mechatronics, vol. 14, no. 5, pp. 587-597, Jun. 2004.



References 151

[17] M. Y. Chow and Y. Tipsuwan, “Gain adaptation of networked DC motor con-

trollers based on QoS variations,” IEEE Transactions on Industrial Electronics,

vol. 50, no. 5, pp. 936-943, Oct. 2003.

[18] M. Clerc and J. Kennedy, “The particle swarm-explosion, stability, and con-

vergence in a multidimensional complex space,” IEEE Transactions on Evolu-

tionary Computation, vol. 6, no. 1, pp. 58-73, Feb. 2002.

[19] M. B. G. Cloosterman, L. Hetel, N. Van De Wouw, W. P. M. H. Heemels, J.

Daafouz, and H. Nijmeijer, “Controller synthesis for networked control system-

s,”Automatica, vol. 46, no. 10, pp. 1584-1594, Oct. 2010.

[20] H. Du and N. Zhang, “Controller design for time-delay systems using genetic

algorithms,” Engineering Applications of Artificial Intelligence, vol. 22, no. 3,

pp. 397-400, Apr. 2009.

[21] H. Elmali and N. Olgac, “Robust output tracking control of nonlinear MIMO

systems via sliding mode technique,” Automatica, vol. 28, no. 1, pp. 145-151,

Jan. 1992.

[22] F. Emilia, “Descriptor discretized Lyapunov functional method: analysis and

design,” IEEE Transactions on Automatic Control, vol. 51, no. 5, pp. 890-897,

May 2006.

[23] F. Emilia and U. Shaked, “Input delay approach to robust sampled-data H∞

control,” Proceedings of IEEE Conference on Decision and Control, Atlantis,

Paradise Island, Bahamaspp, pp. 1950-1951, Dec. 2004.

[24] C.-H. Fang, Y.-S. Liu, S.-W. Kau, L. Hong, and C.-H. Lee, “A new LMI-based

approach to relaxed quadratic stabilization of T-S fuzzy control systems,” IEEE

Transactions on Fuzzy Systems, vol. 14, no. 3, pp. 386-397, Jun. 2006.



152 References

[25] B.A. Francis and W.M. Wonham, “The internal model principle of control

theory,” Automatica, vol. 12, no. 5, pp. 457-465, Sep. 1976.

[26] H. Fujioka, C.-Y. Kao, S. Almeér, and U. Jönsson, “Robust tracking with H∞

performance for PWM systems,”Automatica, vol. 45, no. 8, pp. 1808-1818, Aug.

2009.

[27] J. Gadewadikar and F.L. Lewis, “Aircraft flight controller tracking design using

H∞ static output-feedback,” Transactions of the Institute of Measurement and

Control, vol. 28, no. 5, pp. 429-440, Dec. 2006.

[28] H. Gao and T. Chen, “Network-based H∞ output tracking control,” IEEE

Transactions on Automatic Control, vol. 53, no. 3, pp. 655-667, Apr. 2008.

[29] H. Gao, T. Chen, and J. Lam, “A new delay system approach to network-based

control,” Automatica, vol. 44, no. 1, pp. 39-52, Jan. 2008.

[30] E. Gershon, U. Shaked, and I. Yaesh, “H∞ tracking of linear continuous-time

systems with stochastic uncertainties and preview,” International Journal of

Robust and Nonlinear Control, vol. 14, no. 7, pp. 607-626, Mar. 2004.

[31] G.C. Goodwin, D.E. Quevedo, and E.I. Silva, “Architectures and coder design

for networked control systems,” Automatica, vol. 44, no. 1, pp. 248-257, Jan.

2008.

[32] S. Graham, G. Baliga, and P.R. Kumar, “Abstractions, architecture, mecha-

nisms, and a middleware for networked control,” IEEE Transactions on Auto-

matic Control, vol. 54, no. 7, pp. 1490-1503, Jul. 2009.

[33] K. Gu, “A further refinement of discretized Lyapunov functional method for

the stability of time-delay systems,” International Journal of Control, vol. 74,

no. 10, pp. 967-976, Jul. 2001.



References 153

[34] K. Gu, V.L. Kharitonov, and J. Chen, Stability of Time-delay Systems. Boston:

Birkhauser, 2003.

[35] Z. Gu and D. Wang, “H∞ network-servo tracking control,” Proceedings of In-

ternational Symposium on Computer Science and Computational Technology,

Shanghai, China, pp. 402-405, Dec. 2008.

[36] R.A. Gupta and M.-Y. Chow, “Networked control system: overview and re-

search trends,” IEEE Transactions on Industrial Electronics, vol. 57, no. 7, pp.

2527-2535, Jul. 2010.

[37] V. Gupta and N.C. Martins, “Optimal tracking control across erasure commu-

nication links in the presence of preview,” International Journal of Robust and

Nonlinear Control, vol. 19, no. 16, pp. 1837-1850, Nov. 2009.

[38] Y. Halevi and A. Ray, “Integrated communication and control systems: Part I

- analysis,” Journal of Dynamic Systems, Measurement and Control, vol. 110,

no. 4, pp. 367-373, Dec. 1988.

[39] Q.-L. Han, “On stability of linear neutral systems with mixed time delays:

A discretized Lyapunov functional approach,” Automaitca, vol. 41, no. 7, pp.

1209-1218, Jul. 2005.

[40] Q.-L. Han, “A new delay-dependent absolute stability criterion for a class of

nonlinear neutral systems,” Automaitca, vol. 44, no. 1, pp. 272-277, Jan. 2008.

[41] Q.-L. Han and K. Gu, “On robust stability of time-delay systems with norm-

bounded uncertainty,” IEEE Transactions on Automatic Control, vol. 46, no.

9, pp. 1426-1431, Sep. 2001.

[42] Q.-L. Han, K. Gu, and X. Yu, “An improved estimate of the robust stability

bound of time-delay systems with norm-bounded uncertainty,” IEEE Transac-

tions on Automatic Control, vol. 48, no. 9, pp. 1629-1634, Sep. 2003.



154 References

[43] A.J. Healey and D. Lienard, “Multivariable sliding mode control for au-

tonomous diving and steering of unmanned underwater vehicles,” IEEE Journal

of Oceanic Engineering, vol. 18, no. 3, pp. 327-339, Jul. 1993.

[44] W. Heemels, A.R. Teel, N. Van De Wouw, and D. Nešić, “Networked control
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