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Foreword

It is our pleasure to introduce this collection of papers to be presented at the 2008 International
Conference on Data Mining, DMIN’08, July 14-17, 2008, at the Monte Carlo Resort, Las Vegas,
Nevada, USA (www.dmin-2008.com and http://www.world-academy-of-science.org/ ).

Data Mining is receiving increasing attention in academia and practice, across various
disciplines and application domains. To reflect its multi- and interdisciplinary nature, only few
conferences are better suited to facilitate communication and the exchange of ideas amongst
researchers in different fields than the DMIN conferences held annually within WORLDCOMP.
WORLDCOMP'08 is one of the largest annual gatherings of researchers and practitioners in
computer science, computer engineering, information systems and applied computing. It
assembles a spectrum of 25 affiliated research conferences, workshops, and symposiums into a
coordinated research meeting held simultaneously in one location. We hope that the 2008
International Conference on Data Mining will provide you with a forum to present your research
in a professional environment, exchange ideas and network within a number of research areas that
interact. DMIN conferences seek to acknowledge and facilitate excellence in research and
applications in the area of Data Mining. In addition, DMIN conferences put a particular emphasis
on supporting students and beginning researchers from lesser developed countries, to allow a
truly international networking and understanding. DMIN’07 has supported the research of over a
dozen students and researchers from lesser developed countries by funding registration,
accommodation and living expenses. The 2007 conference has provided an international and
multicultural experience year - the majority of submissions came from outside the USA, with
contributions from 31 different countries. We consider the resulting diversity in attendees and the
mixture of established and starting researchers a particular advantage of an engaging conference
format. Considering the increasing efforts towards quality of the review process, conference
sessions and a dedicated social programme for DMIN'08 we hope that you can look forward to
participating and attending a leading and reputable international conference.

DMIN’08 attracted a large number of submissions of theoretical research papers as well as
industrial reports and case studies on applications. The programme committee would like to thank
all those who submitted papers for review. To reflect upon feedback from previous years we will
continue to further extend the quality and rigor of the review process and the constructive
feedback given within the reviews. To ensure a fair, objective and transparent review process all
review criteria were published on the website. Papers were evaluated for relevance to DMIN,
originality, significance, information content, clarity, and soundness on an international level.
Each aspect was objectively evaluated, with alternative aspects finding consideration for
application papers. Each paper was refereed by at least two researchers in the topical area, taken
the reviewers’ expertise and confidence into consideration, with many papers receiving three and
up to five reviews. The review process was highly competitive. We are very grateful to the many
colleagues who helped in organising the conference. In particular, we would like to thank the
members of the DMIN'08 programme committee. Their support was essential to further increase
the quality of the conference. The DMIN'08 programme committee members are: Alberto Ochoa-
Zezzatti (Mexico), Alina Campan (Romania), Andriyan Bayu Suksmono (Bandung, Indonesia),
Ashwani Kumar (India), Baolin Sun (Wuhan, China), Baoying Wang (USA), Beatriz de la Iglesia
(Norwich, UK), Belur V. Dasarathy (Huntsville, USA), Bingru Yang, Christos Bouras (Greece),
Chuan Li (Sichuan, China), Chung,Hong Lee (Taiwan), Colin (Lin) Chen (USA), D. H. Manjaiah
(Mangalore, India), Daniel Berrar (Coleraine, Northern Ireland), Dawson Christian (UK), Enzhe
Yu (Seoul, Korea), Frans Coenen (Merseyside, UK), Guo Gongde (China), Guojun Mao,
Honghai Liu (UK), J. Arreymbi (London, UK), Jacek Zurada (USA), Jose Alfredo Costa (Brazil),
Jun Meng (China), Justin Zhan (Ottawa, Canada), Kalpdrum Passi (Sudbury, Ontario, Canada),
Ken McGarry (Sunderland, UK), Kevin Daimi (USA), KVSVN Raju (India), Lamine Aouad




(Ireland), Liu Ying (Hong Kong, China), Lotfi Zadeh (Berkeley, USA), Masoud Jamei (Sheffield,
UK), Maybin Muyeba (UK), Monte F. Hancock, Jr. (Melbourne, FL, USA), Muhammad Shahbaz
(Pakistan); Orlando De Jesis (US), P.K. Mahanti ( Canada), Pablo Zegers (Santiago, Chile),
Patrick Meyer (Brest, France), Paulo Cortez (Portugal), Peter Geczy (Japan), Plamen Angelov,
Qin Ding (USA), R. Rajesh (Coimbatore, India), RadhaKrishna Murthy Karuturi (Singapore),
Rikard Konig (Sweden), Seda Postalcioglu (Bolu, Turkye), Show-Jane Yen (Taiwan), Stéphane
Lallich (France), Stephen Chi Fai Chan (Hong Kong, China), Thanh-Nghi Do (CanTho,
Vietnam), Thomas J. Heiman (McLean, VA, USA), Torsten Reiners (Hamburg, Germany),
Traian Marius Truta (USA), Uwe Aickelin (Nottingham, UK), Vasilis Aggelis (Athens, Greece),
Vassilis Poulopoulos (Patras, Greece), Waldemar Koczkodaj (Sudbury, Canada), Wang Wei
(Shanghai, China), Weizhong Yan (Niskayuna, NY, USA), Wen-Yang Lin (Taiwan), William
Eberle (Cookeville, TN, USA), Witold Pedrycz (Edmonton, Canada), Xiaohua Anna Feng
(Coventry, UK), Xiaoli Li (Singapore), Xu E (China), Xuequn Shang (China), Ying Tan (China),
Yue Xu, Yue-Shi Lee and Zhang Sen.

Furthermore, we would like to thank the dedicated reviewers: Crina Grosan (Romania),
Hongbo Liu (China), Gong Chen (USA), Yan Zhang (USA), Yu He (USA), Jérome Azé (France),
Tzung-Pei Hong (Taiwan), Ming-Yen Lin (Taiwan), Wen-Hsiang Lu (Taiwan), Hung-Yu Kao
(Taiwan), Chen-Sen Ouyang (Taiwan), Michael Yuan (USA), Jian-Ming Xu (USA), Meimei Gao
(USA), Sui Song (USA), Xiaogiang Luo (USA), Haifeng Xi (USA), Shan He (UK), Xin Liu
(Germany), Cristian Figueroa (Chile), Cécile Favre, Sylvie Guillaume (France), Putri Saptawati
and Dwi H. Widyantor. We are also grateful to our publicity co-chairs Ashu Solo, Maverick
Technologies America, Wilmington DE, USA, and Innar Liiv, Tallinn University of Technology,
Tallinn, Estonia, for circulating information on the conference.

The DMIN'08 conference organisers are particularly thankful to a number of co-sponsors,
without whom the conference would not have been possible. In particular, we would like to thank
our academic co-sponsors: Computational Biology and Functional Genomics Laboratory,
Harvard University, Cambridge, Massachusetts, USA, International Society of Intelligent
Biological Medicine, Horvath Lab., University of California, Los Angeles (UCLA), USA,
Minnesota Supercomputing Institute, University of Minnesota, USA, Functional Genomics
Laboratory, University of Illinois at Urbana-Champaign, USA, BioMedical Informatics & Bio-
Imaging Laboratory, Georgia Institute of Technology and Emory University, Atlanta, Georgia,
USA, Intelligent Data Exploration and Analysis Laboratory, University of Texas at Austin,
Austin, Texas, USA, Biomedical Cybernetics Laboratory, HST of Harvard University and MIT,
USA, Center for the Bioinformatics and Computational Genomics, Georgia Institute of
Technology, Atlanta, Georgia, USA, Harvard Statistical Genomics and Computational
Laboratory, Harvard University, Cambridge, Massachusetts, USA, Bioinformatics &
Computational Biology Program George Mason University, Virginia, USA, Hawkeye Radiology
Informatics, Department of Radiology, College of Medicine, University of Towa, Iowa, USA,
Medical Image HPC & Informatics Lab (MiHi Lab), University of Iowa, Jowa, USA, The
University of North Dakota, Grand Forks, North Dakota, USA, PSU - Prince Sultan University,
Institute for Informatics Problems of the Russian Academy of Sciences, Moscow, Russia,
NEMO/European Union at Institute of Discrete Mathematics and Geometry, TU Vienna. In
addition we are thankful for our corporate co-Sponsors, including Google, Inc., Salford Systems,
Synplicity and NIIT Technologies. We are grateful to our other co-Sponsors, including High
Performance Computing for Nanotechnology (HPCNano), International Technology Institute
(ITI), GridToday — e-newsletter focused on Grid, SOA, Virtualization, Storage, Networking and
Service-Oriented IT, HPCwire - The Leading Source for Global News and Information, Covering
the Ecosystem of High Productivity Computing and Hodges' Health (H2CM), UK. In addition to
the above, several publishers of computer science and computer engineering books and journals,
chapters and task forces of computer science associations from 12 countries, and developers of
high-performance machines and systems have provided significant help in organising the




conferences. We are also thankful for the general co-sponsors and organisers including university
faculty members and their staff from the Institute of Information Systems at Hamburg University,
Germany (www.uni-hamburg.de/TWI), the Centre for Forecasting and Predictive Intelligence at
Lancaster University Management School, UK (www.lums.lancs.ac.uk/ forecasting), the World
Academy of Science (www.world-academy-of-science.org), CSREA Computer Science
Research, Education, and Applications Press, and the Business Intelligence Laboratory, B IS lab,
Hamburg, Germany (www.bis-lab.com).

Most importantly, we wish to express our sincere gratitude and respect towards Professor
Hamid R. Arabnia, General Chair of all WORLDCOMP conferences, for his excellent and
tireless support, organisation and coordination of all affiliated events. Without his exemplary and
professional effort none of these events would be possible!

Thank you all for your contribution to DMIN’08! We hope that you will experience a
stimulating conference with many opportunities for future contacts, research and applications.

Robert Stahlbock Stefan Lessmann, DMIN’08 Student Chair
Sven F. Crone Philippe Lenca, DMIN’08 Tutorial Chair
DMIN’08 General Conference Chairs Gary M. Weiss, DMIN’08 Special Session Chair

Wolfram-M. Lippe, DMIN’08 Exhibit Chair
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Rule Based Base Classifier Selection for Bagging
Algorithm ~~

A B M Shawkat Ali', Ben Pang’ and Kevin Tickld
'School of Computing Sciences, Central Queensland University, Rockhanpton, QLD 4702, Australia
®Austtalian Bureau of Statistics, Belconnen ACT: 2617, Australia,

Abstract - Bagging is a popular method that improves
the classification accuracy for any learning algorithm. 4
trial and error classifier feeding with the Bagging
algorithm is a regular practice for classification tasks in
the machine learning community. In this research we
propose a rule based method using statistical information
Jor unique classifier selection. The generated rules are
verified using 113 classification problem with cross
validation approach. That makes Bagging is a
computationally faster algorithm and optimal solution Jor
classification performance.

Keywords: Bagging, Classification, rule based
method.

1. Introduction

Data Mining is getting popularity rapidly due to their
expert knowledge extraction process from a buge
database. To extract knowledge data mining user using
machine learning technique. Now-a-days there have many
techniques are available for public use. But better
performed techniques are well popular among these lists.
Bagging [1,2] a sobriquet for Bootstrap aggregating is
one of the well established technique in the machine
learning community for improving the performance of
any learning algorithm. It does re-sampling training sets
from the original data set to the learning algorithm which
builds up a base classifier for each training set [3].
Bagging uses a voting technique which is unable to take
into account the heterogeneity of the instance space. The
philosophy is when majority of the base classifiers give a
wrong prediction for a new instance then the majority
vote will result in a wrong prediction [4]. Therefore the
base classifier selection is a critical issue for Bagging,
This research will propose a solution for Bagging on this
issue.

First we classify 113 problems by boosting using
different classifier and rank the classifier performance.
After that we use statistical central tendency measure for
these datasets to construct a data characteristics matrix,
Now we add an additional attribute towards the end with
the data characteristics, which explain the classifier
identity. Finally we use decision tree algorithm to find out
which classifier is the best suited for Bagging algorithm

for a specific problem. The solution came out as a set of
rules.

The rest of the paper is organized as follows: first we
provide a brief description of Bagging and some popular
base classifiers. After that we summarize the
experimental ouicome of our current research. We
conclude our research with a discussion of the limitations
and future prospects of our research.

2. Algorithm Description and
Experimental Setup

The following section will provide a brief description
of each algorithm,

Bagging: Bagging is an ensemble method for improving
unstable estimation or classification schemes. It has
attracted much attention due to its easy formulation and
the popularity of the bootstrap methodology.

Let us consider the data

matrix (X,-,I/}) @ =1,..,1), where X; e R4 denotes the
d-dimensional predictor variable and the response for
classification ¥; € {0,1,---,1 o 1} , Where J is the number of
classes. The target multivariate function of interest is
P[Y =jlX =x] (j=0,..., j-l) for classification task. We
suppose X, is the instance that we need to classify.

We define C(X) as the function that will be used
to convert the classifier C"(X) to the dummy variables in

the i® iteration of the bagging.
{ =lif C(X=y
C{X)= =0 otherwise

Bagging algorithm works in the following three steps:

Step 1: For the ith iteration, we first construct a bootstrap
sample (X*I,Y *1),---,(11’ 34 *n) by randomly- drawing »
times with replacement from the data (X3,5)...(X;,,¥,).

Step 2: Based on the data obtained in the step 1, we
obtain the classifier C"(X).
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Step 3: Now, repeat steps 1 and 2 M times. The final
classifier will be:
Cf(Xe)=argmax Zci(Xe)

yer o EC(X,)=y

This is the basic formulation of Bagging algorithm [5].

We choose four classifiers, namely REPTree
(Reduced Error Pruned Tree), IBK, NaiveBayes and
PART as a base classifier for the Bagging algorithm. All
these classifiers are available in the WEKA [6]
implementation, WEKA is a Java based machine learning
tools. The REPTree is a default classifier with Bagging in
WEKA. The following section provides a brief
explanation about the four base classifiers.

REPTree: A decision tree is a tool for carrying out
classification of data instances input to it. Decision trees
have production rules of the type IF — THEN (IF feathers
= ‘yes’ THEN Animal = ‘bird’) [7]. RepTree is a fast
decision tree learner and builds a decision/regression tree
using information gain/variance reduction and prunes. It
uses reduced-error pruning with backfitting. Only sorts
values for numeric afiributes once. Since this a fast
algorithm so the pruned tree reduces the complexity in the
classification process. Moreover pruning is used to find
the best sub-tree of the initially growntree with the
minimum error for the test set [8].

IBK: Instance Based Learning IBK is a very commonly
used classification method with the exception that it is
possible to define the number of nearest neighbours is
considered in the K-nearest neighbour component of the
algorithm. It works on the principle that first plot each
training instance and then measure the distance of each
test instance to the training instances. The class of the
training instance with the least distance between it and the

. test instance is the class that we assign to the test instance.

Basically k is chosen to be an odd number, and we take
the smallest average distance of the k instances [9].

NaiveBayes: Naive Bayes is based on the well-known
Bayes Theorem, It is termed ‘naive’ because it assumes
that atiributes of the training set are conditionally
independent and that the prediction procedure is not
influenced by any hidden or latent attributes. It works by
calculating the maximum posterior probability of each
class [10, 11].

PART: Part is developed from the C4.5 and RIPPER
algorithms and is a partial decision tree algorithm.
However, unlike C4.5 and RIPPER, PART does not have
to perform global optimization in order to generate rules

[11].

’ We fed all these base algorithms with Bagging to
classify a wide range of problems. First, we fed each
classifier one-by-one with Bagging and kept a record of
the classification performance for the 113 problems. We
selected all data sets from two different data repositories
[12, 13]. All classification problems descriptions are
available in Appendix I. We chose ten-fold cross
validation over the experiment. Then we collected the

ek

descriptive statistical information about each of the 113
classification problems. The list of descriptive statistics is
follows:

Statistical Name Symbolic Name
mean m
standard deviation std
skewness s
kurtosis k

The explanations of these descriptive statistical terms are
available in any statistical text book. Moreover one can
find the implementation in the Statistical Toolbox in
Matlab [14].

We constructed a data matrix with these
statistical information’s and the name of the best
algorithm performance. Then we employed the C5.0 [15]
algorithm to generate the rules. These rules have been
considered to select a unique classifier for Bagging
algorithm to classify any problem with better accuracy
and faster computation.

3 Experimental Results

We observed from the experiment that the PART
classifier is the best choice for the Bagging algorithm and
it shows the highest percentage of average accuracy for
the 113 problems. However, in terms of computational
complexity REPTree is the best choice among the four
classifiers.

The rules were generated using the C5.0 decision
tree algorithm to select a unique classifier for the Bagging
algorithm. C5.0 has two parameters, pruning confidence
(c) and minimum cases (m). Pruning confidence affects
error estimation and therefore how severely the tree may
be pruned; a smaller value of ¢ enables more pruning and
a higher value less pruning. Minimum cases affect how
the tree fits the data; a higher value of m allows more pre-
pruning [15]. We tuned both parameters to produce the
best rule and found the best suited values for ¢ is 99 and
m is 2. The generated rules were verified by ten-fold cross
validation and the percentage of accuracy is summarized
with the rules. These rules are as follows:

3.0.1 Rules for REPTree Classifier

Rule 1: TFm > 2.1766 & std <= 14.396 &
8 <= 1.3015 & 3.7487 < k <= 5.2539
THEN select REPTree Classifier for Bagging
Algorithm.

Rule Accuracy = 64%

3.0.2 Rules for NB Classifier

Rule 2: IF s > 1.25 & 5.2539 < k «=
6.2028 OR 1.3626 < k <= 1.9518 OR s
<= 0.94824 THEN select NB Classifier for
Bagging Algorithm.

Rule Accuracy = 87.57%
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3.0.2 Rules For IBK Classifier

Rule 3: IF std > 14.396 &
k <= 5.2539 OR std > 8.4814 &

2.983 <«

s > 0.20412 & k <= 2.4958 OR m <=
2.1766 & S8 > 0.94824 & 2.983 < k «=
5.2539 OR 6.2028 < k <= 6.5193 THEN

select IBK Classifier for Bagging Algorithm.
Rule Accuracy = 80%

3.0.4 Rules for PART Classifier

Rule4:IF s <= 0.28279 & k <= 1.3626 OR
m > 50.557 OR k > 6.5193 THEN select
PART Classifier for Bagging Algorithm.

Rule Accuracy = 82.14%

The default classifier of this approach is NB, since it
shown the highest accuracy among the generated rules.
That means if any data set does not satisfy the above rules
then state way we suggest to select the classifier for
the existing problem.

4 Conclusions

This research contributes a new approach to
selecting a unique classifier for the Bagging algorithm, A
rule based approach has been introduced for the unique
classifier selection. These rules are generated based on
descriptive statistical information of 113 classification
problems. All generated rules showed higher accuracy
during the ten-fold cross validation except for the
REPTree classifier. REPTree showed the best
classification performance for only a few data sets. This
performance could be increased by considering more
classification problems. We have planned to extend our
research using more problems from different domains
with a variety of classifiers.
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Appendix I: Datasets description.

# Data set name # # #
Data Instances | Aftributes | Class
set
1 | abalone 1253 9 3
2 | adp 1351 12 3
3 | adulttstret 20 5 2
4 | adult-stret 20 5 2
5 | allbp 340 7 3
6 | annl 1131 7 3
7 | ann2 1028 7 3
8 | aph 909 19 2
9 | art 1051 13 2
10 | australian 690 15 2
11 | balance-sca 625 5 3
12 | bew 699 10 2
13 | bew noise 683 19 2
14 | bld 345 7 2
15 ] bld noise 345 16 2
16 | bos 910 14 3
17 | bos noise 506 26 2
18 | breast-canc 286 7 2
19 | breast-canc 699 10 2
20 | bupa 345 7 2
21 i¢ 1500 16 2
22 | cleveland-heart 303 14 5
23 | cme 1473 10 3
24 | crx 490 16 2
25 | dar 1378 10 5
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26 | dhp 1500 8 2 83 | t series 62 3 2
27 | DNA-n 1275 61 3 84 | tae 151 6 3
28 | dna 2000 61 3 85 | tae noise 151 11 2
29 | dna noise 2000 81 3 36 | thy 1887 22 3
30 | dph 590 11 2 87 | thynoise 1132 11 3
31 | echocardiogram 131 3 2 88 | tic-tac-toe 958 10 2
32 | flare 1389 11 2 89 | titanic 2201 4 2
33 | german 1000 25 2 90 | tmris 100 4 2
34 | glass 214 10 6 91 | tgr 1107 12 2
35| h-d 303 14 2 92 | trains- 10 17 2
36 | hayes-roth 132 6 3 transformed

37 | hea 270 14 2 93 | va-heart 200 9 4
38 | hea noise 270 21 2 - 94 | veh 846 19 4
39 | heart 270 14 2 95 | veh noise 761 31 4
40 | hepatitis 155 20 2 96 | vehicle 658 20 0
41 | horse-23 368 23 2 97 | votes noise 391 31 2
42 | horse-colic 368 28 2 98 | waveform 5000 22 2
43 | house-votes-84 435 17 2 99 | waveform noise 5000 41 2
44 | hyp 2847 16 2 100 | wdbc 569 31 2
45 | hypothyroid 1265 26 2 101 | wine 178 14 3
46 | iris 150 5 3 102 | wpbc 199 |. 34 2
47 | khan 1063 6 2 103 | xaa 94 19 4
48 | kr-vs-kp 1279 37 2 104 | xab 94 19 4
49 | labor-neg 40 17 2 105 | xac 94 19 4
50 | led-noise 1047 10 10 106 | xad 94 19 4
51 | lenses 24 6 3 107 | xae 94 19 4
52 | letter-a 1334 17 2 108 | xaf 94 19 4
53 | lung-cancer 32 57 2 109 | xag 94 19 4
54 | lymphography 148 19 8 110 | xah 94 19 4
55 | mha 1269 9 4 111 | xai 94 19 4
56 | monkl 556 7 2 112 | yha 1601 10 2
57 | monk2 601 7 2 113 | zoo 101 17 7
58 | monk3 554 7 2

59 | mushroom 1137 12 2

60 | nettalk str 1141 8 5

61 | page-blocks 1149 11 5

62 | pendigits-8 1399 17 2

63 | pha 1070 10 5

64 | phm 1351 12 3

65 | phn 1500 10 2

66 | pid 532 8 2

67 | Pima 768 9 2

68 | poh 527 12 2

69 | post-operative 90 9 3

70 | primary-tum 339 18 2

71 | pro 1257 13 2

72 | promoter 106 58 2

73 | pvro 590 19 2

74 | riph 1093 9 2

75 | satimage 1351 11 6

76 | shuttle-landing 15 7 2

control

77 | sick-euthyroid 1582 16 2

78 | sma 409 8 4

79 | smo 1855 9 2

80 | smo noise 1855 16 2

81 | sonar 208 61 2

82 | splice 1589 61 3
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