FUZZY MODELLING OF WAGON WHEEL UNLOADING DUE TO LONGITUDINAL IMPACT FORCES
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ABSTRACT
In this paper a fuzzy model is developed to predict wagon wheel unloading due to wagon body and bogie pitch modes induced by longitudinal impact forces.

Data was obtained using the wagon dynamics simulation package, VAMPJRE® with a wagon model typical of wagons in Australian freight service. Simulations were completed for 31 states of wagon body mass from empty to maximum load, 8 to 62 tonnes and 31 states of longitudinal force were applied making 961 scenarios.

Four 2-input 1-output fuzzy systems were developed to predict wheel unloading for each axle using wagon mass and the impact force magnitude as inputs. A cooperative co-evolutionary algorithm was used to determine a complete set fuzzy rules for this system together with defining fuzzy set definitions. The fuzzy model produced was then evaluated for its suitability as a predictive model.

INTRODUCTION
Freight train operations such as acceleration, braking and stopping practices result in dynamic interactions among individual vehicles (wagons) and also between the vehicle and the track system. The longitudinal in-train coupler forces generated by those interactions can cause wagon instability due to wheel unloading and increases in the Load on Velocity (L/V) ratio. Wheel unloading can be increased by both wagon and bogie pitch motions [1] and lateral components of longitudinal forces due to coupler angling on curves [2, 3]. Large longitudinal forces combined with coupler angling can also adversely affect L/V ratios [2, 3].

The focus of this paper is on wheel unloading due to pitch motions. The wagon body and bogie pitch motions considered in this paper are limited to those caused by the impact conditions allowed by coupler slack in auto coupler systems. The 'run-in' or 'run-out' forces developed can be large enough to cause dangerous levels of axle and wheel unloading [1]. The mass of the wagon dictates the type of behaviour. Empty wagons have a lower centre of mass, usually close to the coupling level. Wheel unloading in empty wagons due to longitudinal impacts is primarily via bogie pitch; wagon body pitch is minimal. Conversely, in loaded wagons, with higher centre of mass, wagon body pitch is the primary mechanism. The wheel unloading response obtained is a function of longitudinal force, mass, wagon geometry and suspension design.

For rail operations, precise calculation of wheel unloading states is only of interest when levels approach and exceed standard practice limits for safe operation. While criteria differ, wheel unloading of up to 90% is often accepted for pitch and bounce modes on straight track [4]. Lower levels are set for curve operation via wheel climb criteria [5–7].
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A useful description of the instability of the rail wagon can be obtained by introducing an approximation of fuzziness. A fuzzy system is capable of performing the transformation of a human knowledge base into a mathematical formula. A fuzzy logic system allows a non-linear mapping of an input data vector into a useful scalar output. In this case, it is proposed that the scenario data base; Figures 1 to 4, could be learned to produce a fuzzy knowledge base to give predictions of wagon stability. There is no a priori knowledge of the fuzzy system and it was decided to use Evolutionary Algorithms (EAs) to find a suitable fuzzy knowledge base and fuzzy set definitions.

Step-wise numerical simulation is still too computationally expensive to be used in on-line prediction systems using embedded processors. A fuzzy model can map the input space to the output (as a black box model) with low computational load. It is envisaged that the usefulness of this work will be realised in real time implementations.

WAGON MODEL DETAILS

A model typical of wagons in Australian freight service was developed in VAMPIRE®. The wagon model consisted of eleven masses: wagon body, 2 bolsters, 4 side frames and 4 wheel sets. The bogies modelled were Ride Control type three piece bogies. Suspension springs and constant force wedge type friction dampers (snubbers) were modelled for the secondary suspension. Primary suspension and other connections were modelled as stiff springs approximating steel-on-steel connections. The wagon model included degrees of freedom for pitch rotation for wagon body, bolsters and side frames. The wagon body to bolster connection, (centre bowl) was modelled with four (4) lift-off type steel-on-steel connections. The bolster to side frame connection was modelled with two springs and two damper elements. The two springs and two dampers are arranged fore and aft in the spring nest to allow side frame and bolster pitch. Side frame to wheel set connections were modelled as lift-off type steel-on-steel springs.

The VAMPIRE® model was not explicitly validated against service data as the intention of the study is to explore the possibilities offered by fuzzy models. However, the VAMPIRE® model response was tuned to give responses typical of measured data for an eighty tonne hopper wagon.

DATA GENERATION AND ANALYSIS

Simulations were completed for 31 states of wagon body mass from empty to maximum load, 8 to 62 tonne: \( x_1 = 8 + 1.8(i - 1) \) for \( i = 1 \ldots 31 \). Longitudinal impact forces were approximated by a sinusoidal force profile applied to the wagon model. A force profile with a frequency of 5Hz was selected as an approximation of in-service behaviour. Further study is in progress using different force profiles. A total of 31 states of longitudinal force were applied with magnitudes ranging from 200 to 580kN: \( x_2 = 200 + 26(i - 1) \) for \( i = 1 \ldots 31 \). The results of these simulations were then examined and the worst case of wheel unloading in each simulation recorded. This allows the analysis to be simplified to a set of scenarios rather than a fully detailed analysis of time series response data. As these predictions would be utilised in either train driver simulations or train advisory systems, it was considered adequate that only the extreme or maximum wheel unloading be predicted in each scenario. The training data set for each output of the fuzzy system therefore consisted of 961 data points as shown in Figures 1, 2, 3, and 4.

FUZZY CONTROL SYSTEM DESIGN

Fuzzy systems [8] are an abstraction of set theory that extends into being partially in a set and partially not (classical set theory is a subset of fuzzy set theory). The amount that an input variable is contained in a set is controlled by some function (triangular, trapezoidal, Gaussian, bezier curves, bipolar continuous, etc.). Each input variable has a domain that can be covered by several fuzzy sets. The extension principle allows the input space to become an n-dimensional space. A rule considers each
defuzzifier. Similarly, inclusion and exclusion are used in a rule. The inclusion and exclusion logic forms are now converted to a function.

The input variable against the sets defined over the domain of that variable. Rules can also use inclusion and exclusion conditions (and, or) commonly found in logic.

An inference engine defines how sets are combined when inclusion and exclusion are used in a rule. The inclusion and exclusion logic forms are now converted to a function.

As can be imagined, several rules will "fire" for a given input. The outputs of the rules can be combined to form a single result by using 'centre of gravity', 'centre average', or a 'maximum' defuzzifier.

The inputs into the fuzzy knowledge base are now variables \( x_1 \) and \( x_2 \). The output from each fuzzy system is \( y = -Q/Q \) for \( k = 1, \ldots, 4 \) of axle \( k \). There are seventeen linguistic membership sets defined for each variable. The seeded fuzzy set definition for input variable \( x_1 \) were completely overlapping normalised definitions: \( 8.0 + 3.375(i - 1) \) for \( i = 1, \ldots, 17 \). Similarly, the seeded fuzzy set definitions for input variable \( x_2 \) were: \( 200.0 + 48.75(i - 1) \) for \( i = 1, \ldots, 17 \).

In all there are \( 17^2 = 289 \) rules in a complete fuzzy knowledge base for this system. In general, the \( e^{th} \) fuzzy rule has the form:

\[
\text{If } (x_1 \text{ is } A_{1}^{k} \text{ and } x_2 \text{ is } A_{2}^{k}) \text{ Then } (y \text{ is } B^L) \]

where \( A_{1}^{k}, k = 1, 2 \) are normalised fuzzy sets for input variables \( x_k, k = 1, 2 \), and where \( B^L \) is a normalised fuzzy set for output variables \( y \).

Given a fuzzy rule base with \( M \) rules, a fuzzy controller as given in Equation 1 uses a singleton fuzzifier, Mamdani product inference engine and centre average defuzzifier to determine output variables.

\[
f(x_1, x_2) = \frac{\sum_{i=1}^{M} y^i (\prod_{k=1}^{2} \mu_{A_{1}^{k}}(x_i))}{\sum_{i=1}^{M} (\prod_{k=1}^{2} \mu_{A_{1}^{k}}(x_i))}
\]

where \( y^i \) are centres of the output sets \( B^L \).

These values, 289 of them, are typically unknown and require determination in establishing valid mapping from input data to output data. Assuming no a priori knowledge about the system control, Evolutionary Algorithms (EA) [9] were used to search for an acceptable solution.

**EVOlUTIONARY LEARNING**

This paper uses a variation of the Cooperative Co-evolutionary Genetic Algorithm (CCEA) presented by [10]. Instead of breaking each individual into two populations and using two Evolutionary Algorithms (EAs), the best Fuzzy Rule Base (FRB) is found in one EA and the best Fuzzy Set (FS) definition is found by a second EA. These EAs are used in a cooperative way to find a fuzzy mapping that closely resembles the simulated output from VAMPIRE®. As this is an evolutionary technique, it should be called Cooperative Co-Evolutionary Algorithm (CCEA). A pseudo-programme of the CCEA is:

**programme CCEA**

begin

\( t \leftarrow 0 \)

initialise \( P_{FRB}(t) \)

initialise \( P_{FS}(t) \)

seed individual(0) of \( P_{FS}(t) \)

copy individual(0) throughout \( P_{FRB}(t) \)

mutate all alleles except individual(0) in \( P_{FS}(t) \)

evaluate \( P_{FRB}(t) \) using individual(0) from \( P_{FS}(t) \)

evaluate \( P_{FS}(t) \) using best individual from \( P_{FRB}(t) \)

while (not termination-condition) do begin

\( t \leftarrow t + 1 \)

select \( P_{FS}(t) \) from \( P_{FRB}(t - 1) \)

select \( P_{FS}(t) \) from \( P_{FS}(t - 1) \)

alter \( P_{FRB}(t) \)

alter \( P_{FS}(t) \)

evaluate \( P_{FRB}(t) \) using best individual from \( P_{FS}(t - 1) \)

evaluate \( P_{FS}(t) \) using best individual from \( P_{FRB}(t) \)

end
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The evaluation of individuals in the FRB population use the best individual from the FS population i.e. using the greedy operator approach. Similarly, the evaluation of individuals in the FS population use the best performing individual from the FRB population.

Fitness evaluation of each individual was calculated as the sum of squared errors:

\[ E = \sum_{i=1}^{961} (f(x_1, x_2) - f(x_1, x_2))^2 \] (2)

The value of \( E \) is a good performance measure for the evolutionary algorithm, but does not portray information such as requiring the maximum relative error to be within ±10%. This additional requirement was met by producing a matrix of errors expressed as a percentage:

\[ E(x_1, x_2)\% = \frac{100(f(x_1, x_2) - f(x_1, x_2))}{f(x_1, x_2)} \] (3)

Convergence of the algorithm was seen at 10 000 generations, however, the algorithm was terminated after 100 000 generations to see if any improvement could be found.

The following discussion presents each EA in detail.

**FRB Evolutionary Details**

Instead of using a vector of membership sets for the output variable, each of the 289 rules has a unique membership centre \( \mu_x \) = IEEE 64-bit floating point. Encoding of an individual in this form allows high precision numerical mapping and allows fine control for the evolutionary algorithm on the output centres.

Each output fuzzy set is represented by a Floating Point (FP) number in the interval [0,1] corresponding to the fuzzy output rule. So we can uniquely represent a potential knowledge base solution as an individual string \( s \) containing \( M = 289 \) floating point numbers represented as consequents of the form:

\[ s_{FRB} = \{ s_1, s_2, \ldots, s_M \} \]

The population at generation \( t \), \( P(t) = \{ s^t_n : n = 1, \ldots, N \} \), where \( N = 50 \) is the number of individuals in the population. The population at the next generation \( P(t + 1) \) was built using a full replacement policy, tournament selection with size \( n_T = 2 \), and 2D geometric crossover with probability \( p_c = 0.6 \). Elitism was used by copying the best two individuals from previous population to current population. Mutation was set to a constant rate of \( p_m = 0.01 \).

The 2D geometric crossover [11] allows the natural matrix format of data representation to be retained in crossover operations. The column or row is selected with a probability of 0.5 and follows the normal geometric crossover operation. This allows high performing row or column short defining length schemata to be retained. Otherwise, linearisation of a matrix causes column schemata to have large defining lengths and thus easily destroyed by one point geometric crossover.

The mutation uses a delta-float mutation operator that increments/decrements \( s_k \) by \( \pm 1 \times 2^{-18} \ldots 2^{-3} \). This is achieved by using a "quick and dirty" 32-bit random number[12] twice. The first random number is used for the lower 32-bits of the 64-bit FP number. The second random number (used as the upper 32-bits of the 64-bit FP number) is masked by \( 0x80\text{FFFFF} \) to limit the exponential to \([0,15]\) and to retain sign of the number. An offset of \( 0\times3\text{E}00\text{000} \) is added to bring the exponent in the interval [-18,-3]. This perturbation is then added to the allele to be mutated. There is no bounds checking on the allele and it is therefore allowed to move outside the interval [0,1].

**FS Evolutionary Details**

Fuzzy triangular memberships definitions are encoded for each input variable \( x_1 \) and \( x_2 \):

\[ s_{FS} = \{ s_1, s_2 \} \]

where:

\[ s_1 = \{ s_1^1, s_1^2, \ldots, s_1^N \} \]

and

\[ s_2 = \{ s_2^1, s_2^2, \ldots, s_2^N \} \]

where \( s_1^N, s_2^N \) are tuples defining normalised fuzzy sets and \( s_1^N \) are double precision floating point numbers.

There are \( N = 17 \) sets defined for input variable \( x_1 \), and \( O = 17 \) sets defined for input variable \( x_2 \).

The population at generation \( t \), \( P(t) = \{ s_{FS}^t : n = 1, \ldots, N \} \), where \( N = 50 \) is the number of individuals in the population. The population at the next generation \( P(t + 1) \) was built using a full replacement policy, tournament selection with size \( n_T = 2 \), and one point crossover with probability \( p_c = 0.6 \). Elitism was used by copying the best two individuals from previous population to current population. Mutation was set to a constant rate of \( p_m = 0.01 \).

The mutation uses the delta-float mutation operator that increments/decrements \( s_k \) by \( \pm 1 \times 2^{-18} \ldots 2^{-3} \) on \( s_k \) or
The best fuzzy rule base string was taken from the FRB population and the best fuzzy set definition was taken from the FS population to form the fuzzy approximation in each of four cases studied.

For each of the four cases studied, the CCEA was run on eleven nodes of a Pentium cluster using 1.0GHz machines. Effectively, the algorithm was run eleven times for each case. All eleven runs converged to the same performance measure $E$ with only a very small amount of variance. The relative error $E\%$ maps of the eleven runs compared well with each other, showing a consistent convergence space of the CCEA.

Relative errors for fuzzy systems corresponding to axles one to four are shown in Figures 5 to 8 respectively. The final fitness values of the fuzzy systems developed for axles one to four are: $E = 0.068, 0.14, 0.061$, and $0.19$ respectively.

**RESULTS**

The best fuzzy rule base string was taken from the FRB population and the best fuzzy set definition was taken from the FS population to form the fuzzy approximation in each of four cases studied.

For each of the four cases studied, the CCEA was run on eleven nodes of a Pentium cluster using 1.0GHz machines. Effectively, the algorithm was run eleven times for each case. All eleven runs converged to the same performance measure $E$ with only a very small amount of variance. The relative error $E\%$ maps of the eleven runs compared well with each other, showing a consistent convergence space of the CCEA.

Relative errors for fuzzy systems corresponding to axles one to four are shown in Figures 5 to 8 respectively. The final fitness values of the fuzzy systems developed for axles one to four are: $E = 0.068, 0.14, 0.061$, and $0.19$ respectively.

**DISCUSSION**

The resulting fuzzy system for axle one had twenty-four out of 961 input/output absolute relative errors $|E(x_1, x_2)|\%$ that exceeded ten percent. All of these errors are around the safe area of wheel unloading $-Q/Q_0 < 0.3$. The largest relative error was $E(22.4, 200)\% = 27.63\%$ at $f(22.4, 200) = 0.02$.

The number of absolute relative errors exceeding ten percent and the worst of these errors are summarised in Table 1.

<table>
<thead>
<tr>
<th>Axle Number</th>
<th>Worst Error</th>
<th>Worst Error $E%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>27.63</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>15.81</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>9.88</td>
</tr>
<tr>
<td>4</td>
<td>58</td>
<td>26.13</td>
</tr>
</tbody>
</table>

DISCUSSION

The resulting fuzzy system for axle one had twenty-four out of 961 input/output absolute relative errors $|E(x_1, x_2)|\%$ that exceeded ten percent. All of these errors are around the safe area of wheel unloading $-Q/Q_0 < 0.3$. The largest relative error was $E(22.4, 200)\% = 27.63\%$ at $f(22.4, 200) = 0.02$.

The number of absolute relative errors exceeding ten percent and the worst of these errors are summarised in Table 1.

Generally, the fuzzy system mapping of input/output data for axles one to four were good with only a few unacceptable errors.

The errors are not located in any consistent area and indi-
cate multi-objective convergence type of errors. There are many methods of reducing these types of errors that can be considered for future work.

CONCLUSION

Overall the CCEA was effective in finding a fuzzy mapping as close as possible to the original data. The resulting fuzzy system executes in approximately 35μs on a P4 2.667MHz machine. The execution time will be slower for an on-line embedded system, but is considerably faster than running numerical simulation.

The number and size of errors for axle one and four indicate that refinement of the technique is still required for precise prediction of the output of the fuzzy system. When comparing Figures 1 to 4, it is noted that there are smoother changes in input/output data for axles two and three than for axles one and four.

The work is still at an early stage of development. As the data set was limited to a particular wagon type with a specific force profile, considerable work still remains in generalising this technique to adequately model wagon pitch responses. Further work is being progressed in extending the database to include impact forces of larger magnitudes and over a range of different frequencies.
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