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Abstract

With the development of computing and communication technology, networked systems in which information is exchanged through communication networks have become prevalent in a variety of practical applications. A considerable number of these systems have scarcely adequate computation and communication network resources. Notice that, network dynamics usually affect the quality of the performance of networked systems; network-based control or filtering design generally interferes with the quality of service of communication networks. Therefore, successful implementation of networked systems over communication networks requires the adequate integration of control or filtering with intelligent computation and communication networks. This research establishes an information scheduling middleware to efficiently utilise the limited communication resources and the computation capacity while preserving the desired performance of networked systems. In this proposed middleware, an event-triggered scheme is given to provide a tradeoff between the performance of networked systems and the utilisation of communication network resources. A scheduling mechanism is derived to avoid traffic congestion in the communication network by introducing a fluid-flow model. By using this information scheduling middleware, the issues of network-based control and filtering are investigated. First, a fluid-flow model of the communication network and an event-triggered scheme are integrated to develop a new framework, in which the criteria of stability and stabilisation are derived for networked systems under simultaneous consideration of control system performance and network dynamics. Second, based
on network dynamics, an online scheduling strategy is proposed to design the $H_\infty$ filter for networked systems in the framework with the information scheduling middleware, the Information Dispatching Middleware (IDM). Third, the IDM is applied to distributed control for large-scale networked systems and a codesign method is obtained to determine the parameters of the IDM. Fourth, the mechanism of the IDM is analysed to investigate the cooperation between the Information Selection Module and the Congestion Avoidance Module in the IDM. Based on the IDM, distributed filters are designed considering the dynamics of communication networks. Finally, numerical and practical examples are given to demonstrate the effectiveness and advantages of the proposed information scheduling middleware.
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Chapter 1
Introduction

Networked systems are a class of systems controlled or estimated through some form of communication networks to ensure a certain quality of performance (QoP), as shown in Figure 1.1. Compared with traditional point-to-point wired systems, the use of shared digital communication networks in networked systems provides several major benefits, such as low cost, ease of installation and maintenance, large flexibility and high reliability. Due to the advances in computation and communication technologies, networked systems are becoming prevalent in a wide range of applications. Examples include mobile robot vision systems, intelligent traffic control systems, smart power grids and automatic warehouse management systems. Since the mid-1980s, an amazing growth has occurred both in the theory of networked systems and in their prevalence. However, the employment of communication networks also raises several challenges that need to be addressed.
The most challenging aspect of investigating networked systems is that its study is an interdisciplinary research area, incorporating control systems, communication networks, information theory, and computing science [1]. Several studies in networked systems with emphasis on each of these research areas have been published. From the information theory point of view, the main task is analysis of protocols and communication sequences in order to improve their performance [2], [3], [4]. From the control systems point of view, the major issue is the modelling of networked systems and new control strategies that can deal with network induced constrains [5], [6]. In the last few years, increasing attention has been paid to intelligent computing technologies, where event-triggered communication schemes are adopted to schedule the control signals transmitted in the communication network [7], [8]. Overall, the literature about networked systems can be roughly divided into two main research areas: "control and filtering over networks" and "control of networks".

1.1 Control and filtering of networked systems over communication networks

In this research area, the model of communication networks is usually presented in a simplified way, as a black box with a fixed network structure or pre-specified behaviour [9]. Networked control and filtering, the two main research issues of networked systems, are investigated to compensate for the communication network constraints such that some desired performance can be ensured, even under worst-case fluctuations of QoS (quality of service) of communication networks.

1.1.1 Network-based control

From the system control point of view, "control over networks" deals with the study of control strategies and control systems design in which data is exchanged through unreliable communication links. Due to communication constraints and limitations, the insertion of communication networks into the feedback control loop may exac-
erbate several issues, such as time delay, see e.g. [10], [11], [12], [13], [14], [15], data packet dropouts see, e.g. [16], [17], communication constraints, see e.g. [18], [19], [20], [21], [22] and quantisation, see e.g. [23], [24], [25], [26], [27], [28]. These issues may degrade system performance or even lead to system instability. On the other hand, due to the introduction of communication networks, the results using traditional control theory need to be reevaluated when investigating networked systems in non-ideal network environments. In general, several approaches are proposed in modelling, analysis and synthesis of networked systems, such as a discrete-time model approach [29], [30], a continuous-time approach [3], [19], [31] and a sampled-data approach [10], [20], [32], [33].

1.1.2 Network-based filtering

In the field of signal processing, state estimation has attracted considerable interest due to its wide ranging application in processing control, manufacturing, biomedical systems and so forth [34]. The well known Kalman filtering, one of the most sophisticated state estimation algorithms initially addressed in [35], has been extensively investigated in the research field for several decades. In some cases, external noise statistics are impossible to tabulate with complete accuracy. Hence, some researchers are resorting to the state estimation problem based on an $H_\infty$ filtering approach, which was introduced by Elsayed and Grimble in [36]. The $H_\infty$ filtering approach can provide a guaranteed noise attenuation level and is an effective method of solving the state estimation problem. The main advantage of $H_\infty$ filtering is that no statistical assumption on the noise signal is required and that the noise sources can be arbitrary signals with bounded energy or bounded average power instead of being Gaussian.

Different from traditional $H_\infty$ filtering schemes, network-based $H_\infty$ filtering employs a shared communication network to communicate and exchange digital information between network nodes, such as sensors and filters. Thanks to the advan-
tages of communication networks, this networked scenario has widely been used in the fields of embedded control systems, large manufacturing systems and automotive systems. However, due to communication constraints, networking the systems and filters inevitably introduces new challenging issues, such as time-varying delay, packet dropouts, information scheduling, inefficient utilisation of communication network resources, which need to be resolved under new frameworks for network-based $H_\infty$ filtering issue of networked systems. In recent years, $H_\infty$ filtering for networked systems has attracted increasing attention, see for example, $H_\infty$ filtering for systems with a limited communication channel in [37], [38], network-based $H_\infty$ filtering for continuous and discrete-time systems in [39], [40], respectively, $H_\infty$ filtering for nonlinear networked systems in [41], [42] and the references cited therein.

From the above discussion, it should be pointed out that the fundamental difference between networked systems and traditional systems is the introduction of communication networks, which makes control systems more advanced while the analysis and synthesis of networked systems become more complicated.

1.1.3 Time-triggered schemes and event-triggered schemes

Over the past decade, the bulk of the work on networked systems has been concerned with analysis and synthesis of networked systems by using a sampled-data approach (see, e.g. [10], [43], [44] [45], [46], [47], [48], [49], [50]). These studies can be classified into two types of communication schemes: time-triggered schemes and event-triggered schemes.

In a time-triggered scheme, the time interval, i.e. between two consecutive transmissions, is usually constrained to be less than a fixed constant $T$, which is called maximum allowable transmission interval (MATI), see e.g. [3], [4], [43], [51]. $T$ is generally set as small as technical implementation and communication network load permit in order to meet a desired performance. As pointed out in [51], such a time-triggered strategy, although easy to analyse and implement, represents a
conservative solution that may unnecessarily overload the communication channel. Especially in distributed networked control systems, the MATI is often obtained in a centralized manner that is impractical for large-scale systems. As shown in [52], because the MATI is computed before the system is deployed, such a strategy must ensure different performance levels for all possible subsystem states. As a result, the time interval needs to be chosen short enough to assure a specified performance level for distributed networked systems. Consequently, larger bandwidth has to be allocated to ensure that the MATI is achieved. It is obvious that the time-triggered communication scheme leads to inefficient utilisation of the limited network resources and the wastage of energy resources. In this context, one would expect that the transmission intervals should not just satisfy a prefixed limit but rather be based on the current requirement of the system and the current dynamics of the network, the channel occupancy, and even the desired performance.

To overcome the drawbacks of the time-triggered communication scheme, some researchers, see, e.g. [49], [53], [54], [55], [56], [57], propose event-triggered schemes. One significant characteristic of event-triggered schemes is that the control or filtering tasks is executed only if a predefined event generated condition is violated. That is, event-triggered schemes only release sampled signals when “needed” [52]. In this case, “needed” means that the measurements of the system states or outputs satisfy a specified event generated condition. Compared with time-triggered schemes, an event-triggered scheme at least has the following advantages:

- It is executed in the same way that a human behaves as a manager [54];

- It trades available computation resources for precious communication network resources, such as network bandwidth and energy resources.

- Communication resources can be saved while the desired quality of performance can be ensured.


1.1.4 Event-triggered control and filtering

Due to the significant advantages of event-triggered schemes, event-triggered control for networked systems has become a hot research topic in recent years, see e.g. [7], [57], [58], [59], [60], [61], [62] and the references therein.

In [54], an implementation with an event-based proportional-integral-derivative controller was introduced by Årzén. The result showed that the system performance would not be degraded appreciably while the computation resources could be sufficiently reduced in comparison to a discrete-time implementation. Heemels et al. in 1999 [27] also did similar pioneering work showing the benefits of event-triggered control in their investigation of the synchronisation issues between two electrical motors. Analytical results of the event-based approach were first derived by Åström and Bernhardsson in 2002 [53], where an event-triggered approach was proposed as one of the aperiodic scheduling mechanisms to indicate that under certain circumstances such an approach gave better performance than the periodic sampling approach. Due to the benefits of event-based control, such as the reduction of communication bandwidth, computation resources and energy resources, better performance was achieved. Consequently, a variety of event-triggered conditions have been proposed in the implementation of networked systems to investigate control, filtering, synchronisation, and consensus issues.

For example, in [57], the problem of scheduling control tasks on embedded processors was studied. An event-triggered scheme was proposed to determine which data was executed at any given instant. Under this scheme, the performance of the control system was guaranteed and also traditional periodic execution requirements were relaxed. An execution model was proposed in [63], where the data was only sampled “when needed”. Thus, a considerable amount of computational resources were saved. In [58], two implementations of event-triggered and self-triggered policies over sensor-actuator networks were introduced. In these two implementations,
a feedback control law was designed such that the number of executions was reduced while the desired level of performance was guaranteed. In [52], a distributed event-triggering scheme for distributed networked control systems was proposed, where packet loss and transmission delays were considered. In this scheme, a subsystem broadcasts its state to its neighbors only when the subsystem’s local state error exceeds a predefined threshold. Moreover, the maximal allowable number of successive data dropouts and the state-based deadlines for transmission delays were predicted. Decentralized event-triggered feedback schemes were proposed in [7] and [59] for linear and nonlinear networked control systems, respectively. An event-triggered scheme was given for perturbed linear systems in [55], where the control performance (practical stability) was analysed. Scheduling of event-triggered controllers over networks was considered in [60], in which different MAC protocols were compared in simulations.

The implementation of event-triggered schemes usually requires extra hardware to detect system states or outputs so that the next sampling time can be computed at the current sampling instants. When hardware is difficult to modify or update, alternative software schemes are required. These so-called self-triggered schemes are proposed in [50], [64], [65]. Under self-triggered schemes, an estimation of the next sampling interval is determined with online computation without any hardware.

In event-triggered control systems, the inter-event time between two consecutive events is an important issue, which is required to be larger than a certain positive constant; otherwise, the Zeno phenomenon may be exhibited [49], [66]. To avoid the occurrence of the undesired Zeno phenomenon, periodic event-triggered schemes were proposed in [67], [68], [69], [70]. The proposed schemes not only directly provide a guaranteed minimum inter-event time, at least longer than the sampling period $h > 0$, but also can easily be implemented by using embedded software architectures. An important event-triggered scheme — discrete event-triggered scheme —
is introduced by Yue et al. to investigate $H_\infty$ control for linear systems in [67], in which both the controller gains and the parameters of the event-triggered scheme can be codesigned in terms of a set of linear matrix inequalities. Further results about the discrete event-triggered schemes have been derived by Zhang and Han in [68] and Peng and Han in [69]. The focus of these results is on the codesign issue to achieve a tradeoff between the desired quality of performance of the networked control systems and the utilisation of communication network resources.

In network-based filtering, along with event-based control, the event-triggered state estimation has received the same considerable attention and several important results have been addressed, see e.g. [71], [72], [73], [74], [75], [76], [77]. More specifically, in [71], event-based $H_\infty$ filtering was studied for a class of networked systems with communication delays. In [72], a modified Kalman filter algorithm was presented by using a send-on-delta method based on an event-triggered sampling scheme. In [73], the state estimation problem was investigated by using the send-on-delta transmission method but without considering network-induced delays and data packet dropouts. In [74], a novel event-triggered estimator was proposed, where the measurements were updated when an event occurs rather than at each synchronous sampling instant. In [75], a particular scheme named the area-triggered method was proposed and a networked estimator problem based on a Kalman filter to estimate the states of the system was presented to deal with network-induced delays and data packet dropout. Based on an event-triggered sampling scheme, a modified fault isolation filter for a networked system with multiple faults was implemented in a novel form of the Kalman filter in [76]. An estimator problem for event-triggered sampling systems with packet dropout was studied in [77].

As stated above, the results of studies on event-triggered control and event-triggered filtering provide some techniques that are commonly referred to. It is also worth mentioning that some of the aforementioned results on event-triggered
schemes, see e.g. [7], [57], [59], [78], are concerned with analysis issues and are based on a common assumption that the gains of the controllers or the filters must be known in advance, due to the difficulty of the design based on the criteria established by the studies. Moreover, the minimum inter-event time must be ensured in some forms of event-triggered schemes. However, in practice, the minimum inter-event time is difficult to obtain or may be shown not to exist. Furthermore, the above methods are usually specific to the control techniques and very few researchers have considered network dynamics, which enable the QoS of the supporting communication networks to be incorporated into the control or filtering loops.

Although the event-triggered scheme can save communication network resources, such kind of triggered scheme may also lead to inefficient utilisation. Triggered signals are of fundamental importance for networked systems. Their relationship poses two challenging issues:

- How to design an event-triggered scheme to respond to varying levels of QoS of a communication network and then determine rates of data transmission;

- How to schedule the communication network to maintain its QoS to serve the event-triggered scheme in order to achieve a tradeoff between the system performance and the QoS.

When both of these challenges are handled, the relationship between networked systems and communication networks can be established. Therefore, it is necessary to take network dynamics into consideration when the “control of network” is studied for networked systems.

1.2 Communication network dynamics

The rapid development of communication networks and computation technologies has provided several advantages and challenges for control system engineers to design and implement intelligent networked systems. How “control of networks” can
dynamically serve networked systems within a unified framework becomes a new trend both in theory and in practice.

From the network dynamics point of view, “control of networks” is mainly concerned with providing a certain level of performance for a data flow to achieve efficient and fair utilisation of network resources. The research into “control of networks” spans several topics including congestion control, scheduling, routing and network protocols. Since a data transmission network is inherently a distributed system, in order to establish good values of the performance indicators, efficient means of resource sharing and traffic management should be implemented. Among the traffic regulation mechanisms, congestion control (or data flow control) plays a key role in ensuring coordinated access to the available resources.

1.2.1 Congestion control and fluid-flow models

Several techniques from operational research are adopted to study the design and control of modern communication networks such as optimisation, network programming and stochastic modelling. Stochastic modelling is the most widespread of these techniques because of the fact that this linearised model of the communication network, derived in [79], makes it possible to employ classical control system techniques to develop controllers subject to network parameters like load level, propagation delay, etc. The increasing number of applications in IP-based communication networks have made congestion control become a key issue to be addressed in meeting recent increasing demand for QoS in applications, such as networked real-time systems. Some of the recent accomplishments in the area of congestion control include the development of mathematical models for data flow control under various Internet protocols, see e.g. [80], [81], [82], [79], [83], [84]. Significant progress has been made in the theoretical understanding of network congestion control from an optimisation standpoint in a framework defined by Kelly in [85]. Here, the stability and fair allocation of a rate control algorithm for communication networks is analysed and
the issue of how to share the available bandwidth within the network is addressed. The importance of an accurate fluid-flow model for the analysis and design of network dynamics has been illustrated in [86]. Since then, the effects of time delays and nonlinearities in the network fluid flow model have also been studied, see e.g. [87], [88], [89], [90], [91], [92], [93]. As an alternative to classical congestion control schemes developed using intuition and simple ad hoc control techniques, much effort has recently focussed on congestion control by using techniques such as optimal control [94], artificial neural networks [95], fuzzy systems [96] and nonlinear control [97], [98].

Active Queue Management (AQM), an important scheduling policy, interacts with the TCP congestion control mechanism to manage the queue length. One of the most popular algorithms of AQM is Random Early Detection (RED), which was presented by Floyd and Jacobson in 1993 [99]. By using the RED strategy, the TCP congestion control mechanism involves four algorithms: slow start, congestion avoidance, fast retransmit, and fast recovery, which are in Figure 1.2, devised by Jacobson in [100].

To analyse the dynamic behaviour of the congestion control mechanism, we firstly
introduce a discrete-time dynamic model of a TCP-RED congestion control system, as shown in Figure 1.3.

\[
T(P_k, R) = \frac{MK}{R\sqrt{p_k}}
\]

(1.1)

where \( M \) is the packet size, \( K \in [1, \sqrt{3/2}] \) is the constant parameter, \( R \) is the round trip time, \( p_k \) is the probability of packet loss at time \( t_k \).

At time \( t_{k+1} \), each sender adjusts its transmission rate based on the drop probability \( p_k \) to obtain a new queue length \( q_{k+1} \) as

\[
q_{K+1} = \begin{cases} 
0, & p_k \geq p_0 \\
B, & p_k \leq p_1 \\
\left(\frac{cKN}{(c - \lambda(1 - p_k))\sqrt{p_k}} - \frac{R_0c}{M}\right), & \text{otherwise}
\end{cases}
\]

(1.2)

where \( B \) is the buffer size, \( M \) is the packet size, \( c \) is the link capacity, \( N \) is the sessions, \( \lambda \) is the transmission rate of the UDP connection, \( R_0 \) is the round trip time, \( p_0 = (NMK/R_0c)^2 \), \( p_1 = (NMK/(bM + R_0c))^2 \).

The RED algorithm calculates the weighted moving average of the queue size. Let \( q_{k+1} \) be the current queue size and \( w_q \in (0, 1) \) be the exponential averaging
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weight. The RED algorithm updates the average queue size as

$$\bar{q}_{k+1} = (1 - w_q)\bar{q}_k + w_q q_{k+1}$$  \hspace{1cm} (1.3)

To manage the length of the queue by randomly dropping packets with a probability $p_k$, the obtained average queue size is determined by two parameters: minimum queue threshold $q_{\text{min}}$ and maximum queue threshold $q_{\text{max}}$. As shown in Figure 1.4, if the average queue size is smaller than $q_{\text{min}}$, the packet is released to the queue; if the average queue size is between $q_{\text{min}}$ and $q_{\text{max}}$, the packet is dropped out with the probability $p$; if it exceeds $q_{\text{max}}$, the packet is marked or discarded. The function for the average queue size can be then expressed as

$$p_{k+1} = \begin{cases} 
0 & \text{if } \bar{q}_{k+1} \leq q_{\text{min}} \\
\frac{\bar{q}_{k+1} - q_{\text{min}}}{q_{\text{max}} - q_{\text{min}}} p_{\text{max}} & \text{if } q_{\text{min}} < \bar{q}_{k+1} < q_{\text{max}} \\
1 & \text{if } \bar{q}_{k+1} \geq q_{\text{max}}
\end{cases}$$ \hspace{1cm} (1.4)

where $p_{\text{max}}$ is the maximum packet drop probability.

Figure 1.4: RED drop probability as the function of the average queue size

A nonlinear dynamic fluid-flow model was firstly proposed in [102] to examine the interactions of TCP flows with a single RED router as shown in (1.5). The dynamic behaviour model of the TCP congestion control mechanism was developed by using a fluid-flow and stochastic differential equation analysis approach. The
window size \( W(t) \) and the average queue length \( q(t) \) are used as state variables. 

\[
\begin{cases}
\dot{W}(t) = \frac{1}{R(t)} - \frac{W(t) W(t - R(t))}{2 \cdot 2R(t - R(t))} p(t - R(t)) \\
\dot{q}(t) = \frac{N(t)}{R(t)} W(t) - C 
\end{cases}
\] (1.5)

where \( W(t) \) is the expectation of the TCP window size; \( q(t) \) is the expectation of the queue length; \( R(t) \) is the round trip time; \( N(t) \) is the load factor (number of TCP sessions); \( p(t) \) is the probability of packet marked or dropped; \( C \) is the link capacity.

By linearising a fluid-based nonlinear TCP model, a linear fluid-flow model for TCP-RED congestion control mechanism was investigated in [79] and [103]. From a control theory point of view, the researchers performed the analysis of TCP interactions by using RED under equilibrium points. They presented effective methods by using control theory for choosing proper RED parameters which led to local stability of the dynamic system on the preset equilibrium points. The dynamic model linearised around the equilibrium points can be described as

\[
\begin{cases}
\delta \dot{W}(t) = -\frac{N}{R_0 C} (\delta W(t) + \delta W(t - R_0)) - \frac{1}{R_0 C} (\delta q(t) - \delta q(t - R_0)) - \frac{R_0 C^2}{2N^2} \delta p(t - C) \\
\delta \dot{q}(t) = \frac{N}{R_0} \delta W(t) - \frac{1}{R_0} \delta q(t) 
\end{cases}
\] (1.6)

where \( \delta W = W - W_0 \); \( \delta q = q - q_0 \); \( \delta p = p - p_0 \); \( \{W_0, q_0, p_0\} \) is the set of operating points; \( W_0 \) is the expectation of TCP window size; \( q_0 \) is the expectation of queue length; \( R_0 \) is the round trip time; \( C \) is the link capacity; \( T_p \) is the propagation delay; \( N \) is the load factor (number of TCP sessions); and \( p \) is the probability of packet marked or dropped.

An accurate model of TCP with RED helps to understand and predict the dynamic behaviour of the network. In addition, the model helps to analyse the stability margins of the system and provides design methods for selecting network parameters. The design methods are important for the network designers to improve network robustness. Therefore, modelling TCP with RED is an essential step to improve
the service provided to control and filtering of networked systems and to efficiently utilise precious network resources. Motivated by this observation, this thesis will study the control and filtering of networked systems based on the fluid-flow model of network dynamics, which are based on the TCP congestion control mechanism with RED strategy, a widely deployed AQM policy.

As stated previously, although the advantages of networked systems are well understood and have been demonstrated through practical applications, to the best of the author’s knowledge, there are no theoretical results in the literature for control and filtering of networked systems considering network dynamics. There are several problems that need to be addressed when network dynamics are involved in the analysis and synthesis of networked systems. More specifically, the following research problems need to be solved:

- How to reduce the complexity induced by a consideration of “control of networks” issues when investigating “control and filtering over networks” for networked systems;

- How to abstract the main research issues in both control systems and communication networks, and model them in a unified framework, which is indicated as a link between “control and filtering over networks” and “control of networks”;

- How to schedule the information to efficiently utilise the communication network resources and computation capacity while preserving the required system performance;

- How to design online scheduling strategies for networked systems to adapt different QoS (quality of service) levels of communication network to achieve a better QoP (quality of performance) of networked systems while compensating network-induced time-varying delays;
• How to use the derived framework based on network dynamics to investigate control issues for a large-scale distributed system, and how to co-design the parameters of the controllers, the filters, the event-triggered scheme and the congestion strategies;

• How to analyse the dynamic interaction between networked systems and communication networks in the proposed unified framework to investigate the distributed event-triggered filtering for networked systems.

1.3 Significance of this research

From the practical point of view, networked systems have been deployed in a wide range of applications such as modern manufacturing, oil refinery, mineral processing, satellite and missile guidance, aircraft control and transport management and scheduling. It is well known that the insertion of communication networks into the loop between plants and controllers or filters enables remote execution of tasks, increases the flexibility of installation and reduces the cost of deployment. However, it also induces network-induced delays mainly due to the congestion of communication networks. These may have negative effects on the networked system and even cause system instability. In addition, it is noted that when network resources are limited, ignoring network dynamics may lead to degradation of the quality of service (QoS), especially when the communication network becomes congested, e.g., uni-processor, limited memory and restricted file operations. For “control of networks”, proper communication protocols are required to maintain the network states such that the network quality of service (QoS) is guaranteed, and therefore advanced design methods are needed to guarantee the quality of performance (QoP) of networked systems.

Dynamic allocation of network resources according to the control systems’ requirements will lead to more efficient resource utilisation. For “control over net-
work”, intelligent computation is incorporated into networked systems to schedule
the sampled data. To integrate the communication networks, computation and net-
worked systems, it is important to build a unified framework to assure both QoS of
the communication networks and QoP of the networked systems simultaneously.

From the theoretical point of view, even though several studies have been ded-
icated to the research of networked systems, there are relatively few publications
available that address both network dynamics and control system performance si-
multaneously, see for example, [9], [104], [105], [106], and the references cited therein.
It is noted that for most of these results, there is an important assumption: either
the QoS of the communication network is known in advance and controllers or filter-
s are designed to obtain the desired performance for the networked system; or the
performance level of the control system is known and the network is scheduled such
that the desired performance of the networked system is guaranteed. It is obvious
that these two assumptions separate the studies of the control systems and commu-
nication networks, which will lead to conservative results for the networked system.
Therefore, a new framework would be necessary to integrate computation, commu-
nication networks and control systems. In this thesis, we will propose solutions to
the problems mentioned at the end of Section 1.2.

To sum up, the study of the control and filtering for networked systems based
on network dynamics is significant from both a practical and a theoretical point
of view. Moreover, this research will not only enrich the theory of “control over
networks” but also further develop the theory of “control of networks”, and even
more establish the codesign mechanism between them.

1.4 Contributions of this thesis

We aim at finding a link between “control over networks” and “control of networks”.
In this study, the main research issues are expressed by a novel framework with the
construction of an Information Dispatching Middleware, whose concept is borrowed from the software engineering field. A middleware is a class of widely used application frameworks that hide a lot of low level details, and provide simpler as well as higher level usage models [107], [108]. Well designed usage models enable the components in the middleware to be reused in different applications.

In this thesis, a novel middleware framework is proposed to integrate computation and communication for real time information scheduling as shown in Figure 1.5.

![Figure 1.5: A middleware framework for information scheduling](image)

More specifically, in this thesis, the link between “network dynamics” and “networked system” is proposed in the form of a middleware framework as shown in Figure 1.6 and 1.7, which integrates an advanced event-triggered communication scheme and a fluid-flow model of a dynamic network. This then enables control and filtering for networked systems to be investigated, such that the network resources are utilised efficiently and the desired performance of the networked system is preserved.

The contributions of this thesis can be classified under two headings: theoretical contributions and practical contributions. In the theoretical category, an event-triggered communication scheme considering both the system states and network dynamic characteristics is developed to effectively utilise the communication network resources while preserving the desired performance of networked systems. Several controller and filter design methods are proposed to regulate the utilisation of the
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Figure 1.6: A middleware framework for networked control

Figure 1.7: A middleware framework for networked filtering
scarce communication network resources and to make the control system satisfy the
desired performance. In the practical category, a middleware framework is developed
to regulate the utilisation of the scarce communication network resources. Such a
middleware framework, integrating computation and communication, relates to both
general usage and engineering applications.

The major contributions of this thesis are listed as:

- A novel scheduling middleware is proposed to balance the performance of net-
  worked systems and the utilisation of communication network resources. Un-
der the proposed scheduling middleware, a new event-triggered transmission
scheme is developed in an Information Selection Module to select the “needed”
data, by taking both the states of control systems and network dynamics into
account;

- An Information Dispatching Middleware is constructed for networked systems
to investigate the $H_{\infty}$ filtering issue. This middleware includes two modules:
  the Information Selection Module to regulate the transmission of the sampled
  data and the Congestion Avoidance Module to maintain the QoS of the com-
  munication network for the sampled data released by the Information Selection
  Module;

- New criteria are derived for network dynamic-based distributed $H_{\infty}$ control of
  large-scale networked systems, where a distributed event-triggering scheme is
  proposed to trigger the data asynchronously. To achieve these results, both
  the networked system and network dynamics are modelled in an Information
  Dispatching Middleware to hide the low level details and to reduce the engi-
  neering burden;

- For distributed $H_{\infty}$ filtering of networked systems, the interactive mechanism
  of the Information Dispatching Middleware is studied. An online scheduling
policy that assigns priorities as an evaluation function is proposed. The operation of the evaluation function is based on two principal parameters: one is the QoS index of communication networks; the other is the scale of the error of each sensor measurement output between the current sampled signal and the latest transmitted signal. Then the event-triggered scheme is constructed based on the proposed evaluation function to schedule the sampled data to efficiently utilise the network resources.

1.5 Organisation of this thesis

This thesis focuses on establishing a link between “control over networks” and “control of networks”, by using an Information Dispatching Middleware to codesign networked systems and communication networks in a novel unified framework. The outline of this research is presented as follows:

Chapter 2 investigates the stability and stabilisation of networked systems under simultaneous consideration of control system performance and network dynamic behaviour. Intelligent computation and the communication network are integrated in a new framework to trade off the performance of the networked system and the utilisation of communication network resources. In terms of the given framework, a novel event-triggered transmission scheme considering both the states of the control system and network dynamics is developed to schedule the sampled data. Under this event-triggered scheme, only those sampled signals violating the preset judgement triggering condition will be transmitted. Then an augmented system of the proposed framework is formulated and by using Lyapunov-Krasovaskii functional theory, a stability criterion is derived. Based on this proposed condition, the feedback controllers are designed to asymptotically stabilise the networked control system and to regulate the utilisation of network communication resources. Finally, a numerical example is given to illustrate the merits and effectiveness of the
proposed method.

Chapter 3 deals with the $H_\infty$ filtering issue for networked systems by an online scheduling strategy based on network dynamics. First, an Information Dispatching Middleware is constructed to establish a novel filtering framework, where two modules namely the Information Selection Module and the Congestion Avoidance Module are introduced. The Information Selection Module aims to regulate the transmission of the sampled data in terms of a predefined event-triggering condition. The Congestion Avoidance Module is used to schedule the sampled data released by the Information Selection Module to the filter. Second, an online scheduling strategy is proposed under this framework to evaluate the network induced time-varying delay. Then the filtering error system based on network dynamics is formulated as a system with two interval time-varying delays. Third, a Lyapunov-Krasovskii functional approach is employed to formulate a new sufficient condition to ensure the stability and to guarantee a prescribed $H_\infty$ noise attenuation performance for the filtering error system. Based on this condition, the $H_\infty$ filter, network congestion controllers and event-triggering parameters can be codesigned provided that a set of linear matrix inequalities are feasible. Finally, the effectiveness of the proposed method is demonstrated through a mechanical system with two masses and two springs.

Chapter 4 is concerned with the problem of network dynamic-based distributed $H_\infty$ control for large-scale distributed networked systems. The control signals are transmitted from distributed networked systems through a shared IP-based communication network to their controllers. Under the proposed Information Dispatching Middleware, the distributed networked systems’ states are sampled periodically with network time synchronisation. In the Information Selection Module of the IDM, distributed systems are sampled into a group of event-triggered detectors to select the “needed” sampled signals, which violate the predefined event judgement condition,
to be transmitted. The selected sampled signals are immediately encapsulated into a uni-packet by an event-generator. The uni-packet is then released to the shared IP-based communication network, whose network dynamics are regulated by the Congestion Avoidance Module of the Information Dispatching Middleware. A codesign method is given to trade off the transmission rate, reflected by the threshold of the event judgement function and the QoS of the communication network. By constructing a Lyapunov-Krasovskii functional, a sufficient condition is derived for the augmented system to be asymptotically stable with an $H_\infty$ performance. Based on this criterion, the codesign method of the event-triggered scheme, distributed controllers and the congestion controllers to maintain the QoS of the communication network is correspondingly derived. Finally, a quadruple-tank process is used to illustrate the effectiveness of the proposed method.

Chapter 5 studies the distributed sensing and $H_\infty$ filtering for networked systems where the interactive mechanism of the proposed Information Dispatching Middleware is investigated. First, an evaluation function is proposed based on two important parameters: one is the QoS index of the communication networks; the other is the scale of the error of the sensor’s measurement output between the current sampled signal and the latest triggered signal. Then, by using the proposed evaluation function, an event-triggered scheme is constructed considering both dynamic measurement outputs and communication network states to efficiently utilise the precious network resources. Under the proposed event-triggered scheme, the sampled signals are determined to be transmitted or discarded depending on three factors: system measurement outputs, evaluation of the sampled signals and network dynamics. A sufficient condition is established for the existence of distributed $H_\infty$ filters that would render the resulting filtering error system asymptotically stable and for which a prescribed disturbance attenuation performance index is guaranteed. Then the design method of event-triggered filters and the congestion controllers is
posed in terms of linear matrix inequalities (LMIs). Finally, the simulation results illustrate the cooperation between networked systems and communication networks and the effectiveness of the proposed method.

Chapter 6 concludes the thesis and proposes several future research topics on networked systems.
Chapter 2

Stabilisation of networked control systems based on network dynamics

2.1 Introduction

This chapter aims at investigating the control issue for networked systems with a new framework based on network dynamics. During the past decade, the progress in digital computation and communication networks has promoted the development of networked control systems (NCSs) in which sensors and actuators are connected to a remote controller via a shared communication medium [109]. Due to the advances in computing and communication technology, NCSs have become increasingly prevalent in industrial control fields. Although introducing the communication network in the control loop provides several benefits, it raises a number of challenges that need to be addressed as mentioned in Chapter 1. In addition, it is acknowledged that the data transmitted in the communication network consumes network resources. So it is significant to investigate the efficient utilisation of network resources while preserving the desired level of performance of the control system.

In an NCS, data is usually sampled and transmitted according to time-triggered schemes due to the well-developed theory for sampled data control systems. The time-triggered scheme is executed according to the elapse of time and the choice of
the period is usually based on the worst case, so the time-triggered scheme may lead to inefficient utilisation of precious network resources, processor usage, energy and so on [50]. To overcome the drawbacks of the time-triggered scheme, recent work on event-triggered schemes has appeared in the open literature that provides an efficient strategy to conserve communication resources while preserving the desired performance of the control system [60], [110], [111]. The event-triggered scheme uses a threshold condition to determine which sampled data should be transmitted through the communication network to the controller. By using the event-triggered scheme, the overall system performance is preserved while the real-time system’s utilisation of communication network resources is reduced. Among the above-mentioned results, most of the event-triggered conditions are based on the control system’s current state, the error between the current states and the latest transmitted states, while few results consider the dynamics of the communication networks.

It is recognised that the quality of service (QoS) of the communication network influences the performance of control systems, and whose design in turn impacts on the QoS of the network [1], [4], [104]. Hence, the network should be able to dynamically allocate necessary resources to the control system whenever needed, and also the control system should accept some network QoS degradation. A successful implementation of control systems should design the controllers considering both the control system performance and the network dynamics. In addition, the transmitted data determined by the event-triggered scheme is so important for the whole performance of the control system that how to transmit the “necessary” sampled data reliably becomes a new research issue. Therefore, it is important to consider network resource allocation and data scheduling when studying the stabilisation of networked systems. However, as far as we know, there is no published research that considers network dynamics and the control system performance in a unified framework, which motivates the current study.
Based on the above discussion, the objective of this chapter is to propose a new framework for a networked system to study its stability and stabilisation. In this study, both the performance of the control system and dynamics of the communication network are considered. First, the network dynamics are described in the form of a fluid-flow model. Then, based on the fluid-flow model and an event-triggered scheme, an augmented system with time-varying delays is modelled. By constructing a novel Lyapunov-Krasovskii functional and using a convex delay analysis approach, a stability criterion is derived, which establishes the relationship between the control system’s performance and network dynamic behaviour such that the stability of the networked system is guaranteed while the network resources are utilised efficiently. Based on the stability criterion, the controller gains are derived both to preserve the stability of the system and to avoid the congestion of the communication network.

The organisation of this chapter is as follows. Section 2.2 proposes a new framework for modelling networked control systems based on network dynamics and an event-triggered scheme. Then the networked system and network dynamics are modelled in the form of an augmented system with two time-varying delays. The stability and stabilisation of the augmented system are investigated in Section 2.3 and Section 2.4, respectively. The effectiveness of the proposed method is illustrated in Section 2.5 through a simulation example. Section 2.6 concludes this chapter.

2.2 Integrate intelligent computation and a communication network for a networked control system

2.2.1 A new framework for a networked control system

Consider the following control plant

\[
\dot{x}(t) = A_p x(t) + B_p u(t)
\]
where \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m \) are the state vector and control input vector, respectively; \( A_p, B_p \) are known as constant matrices of appropriate dimensions. A new framework of the networked control system based on network dynamics is presented in Figure 2.1, where the network dynamics are modelled in the form of a fluid-flow model (FFM).

In this framework, the networked control system is comprised of a plant to be controlled and a sensor with a sampler, an actuator with a logic zero-order-holder (ZOH), and a controller whose operation is coordinated through the communication network. The sensor is clock-driven; the controller and the actuator are event-driven. Considering the effects of the inserted communication network, in order to utilise the network resources efficiently, a novel event-triggered communication scheme is proposed by employing a device called an event-generator to determine whether or not the sampled data should be transmitted to ensure a desired level of performance of the networked control system. How to schedule these “needed” sampled data in a reliable communication network within a bounded time delay has become a challenging issue. In this chapter, a fluid-flow model of a dynamic network based on TCP protocols is adopted to deal with this issue.
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2.2.2 Network dynamics

A nonlinear model of TCP network behaviour is developed using a fluid-flow and stochastic differential equation analysis approach [102]. The model incorporates the average values of typical network variables such as the average TCP window size and the average queue length. The model can be described by the following coupled and nonlinear delay differential equations which ignore the TCP timeout mechanism

\[
\begin{align*}
\dot{W}(t) &= \frac{1}{\tau(t)} - \frac{W(t) W(t - \tau(t))}{2 \tau(t)} p(t - \tau(t)) \\
\dot{q}(t) &= \begin{cases} 
- C(t) + \frac{N(t)}{\tau(t)} W(t), & q(t) > 0 \\
\max\{0, -C(t) + \frac{N(t)}{\tau(t)} W(t)\}, & q(t) = 0,
\end{cases} \\
\tau(t) &= \frac{q(t)}{C(t)} + T_p,
\end{align*}
\]

(2.2)

where \(W(t)\) is the TCP window size (in packets); \(q(t)\) is the queue length in the router (in packets); \(T_p\) is the fixed propagation delay (in seconds); \(\tau(t)\) is the round-trip time (in seconds); \(C(t)\) is the available link capacity (in packets/second); \(N(t)\) is the number of TCP sessions and \(p(t) (0 \leq p(t) \leq 1)\) is the packet-dropping probability function, which is the control input used to reduce the sending rate and to maintain the bottleneck queue.

In practical networks, the available link capacity changes with time and it is taken as a disturbance in most of the studies [88], [112]. In this chapter, it is assumed that the nominal value \(C_0\) is known. Take \((W(t), q(t))\) as the state and \(p(t)\) as the input. For a given triplet of network parameters \((N, C_0, T_0)\), any triple \((W_0, q_0, p_0)\) that is in the set \(\mathcal{Y} = \{(W_0, q_0, p_0) : W_0 \in [0, \bar{W}], q_0 \in [0, \bar{q}], p_0 \in [0, 1], \tau_0 = \frac{\tau_0 p_0}{C_0} + T_p, W_0 = \frac{\tau_0 C_0}{N}, p_0 = \frac{2}{\bar{W}_0^2}\}\) is a possible point, where \(\bar{W}\) and \(\bar{q}\) denote the maximum window size and the buffer capacity, respectively. Define

\[
\begin{align*}
\delta W &= W(t) - W_0, \quad \delta q = q(t) - q_0, \\
\delta p &= p(t) - p_0, \quad \delta C = C(t) - C_0.
\end{align*}
\]

(2.3)

Then linearise the equation (2.2) at the operating point such that the nonlinear
model could be expressed in the form of the following linear time-delay system [113].

\[
\begin{align*}
\delta W(t) &= -\frac{N}{\tau_0 C_0} (\delta W(t) + \delta W(t - \tau_0)) \\
&\quad - \frac{1}{\tau_0 C_0} (\delta q(t) - \delta q(t - \tau_0)) - \frac{\eta_0}{2N^2} \delta p(t) - \tau_0 \delta C(t - \tau_0), \\
\delta q(t) &= \frac{N}{\tau_0} \delta W(t) - \frac{1}{\tau_0} \delta q(t) - \frac{T_0}{\tau_0} \delta C(t),
\end{align*}
\]

(2.4)

Let \(\tilde{x}_1(t) = \delta W(t), \tilde{x}_2(t) = \delta q(t), \tilde{x}(t) = [\tilde{x}_1(t) \tilde{x}_2(t)]^T, \tilde{u}_1(t) = \delta p(t)\). Then, based on the studies in [102], [113], we develop the congestion control algorithm and present a generalised fluid-flow model to codesign the communication network and networked systems’ performance. The generalised fluid-flow model of network dynamic behaviour can be described as

\[
\begin{align*}
\dot{x}(t) &= \tilde{A}x(t) + \tilde{A}_d x(t - \tau(t)) + \tilde{B}_1 \tilde{u}_1(t - \tau(t)) + \tilde{B}_2 \tilde{u}_2(t) + \tilde{D}v(t) \\
\dot{z}(t) &= \tilde{H}x(t)
\end{align*}
\]

(2.5)

where \(x(t) \in \mathbb{R}^2, u_1(t) \in \mathbb{R}^1, \tilde{u}_2(t) \in \mathbb{R}^1, v(t) \in \mathbb{R}^2, z(t) \in \mathbb{R}^2\), represent the internal state, the internal control input, the external control strategy, the external disturbance and the output of the network, respectively; and \(\tau(t)\) is the network-induced time delay bounded by \(\tau_m \leq \tau(t) \leq \tau_M\), with

\[
\tilde{A} = \begin{bmatrix}
\frac{N}{\tau_0 C_0} & \frac{1}{\tau_0 C_0} \\
\frac{\eta_0}{2N^2} & \frac{T_0}{\tau_0}
\end{bmatrix}, \quad \tilde{A}_d = \begin{bmatrix}
\frac{N}{\tau_0 C_0} & \frac{1}{\tau_0 C_0} \\
0 & 0
\end{bmatrix},
\]

\[
\tilde{B}_1 = \begin{bmatrix}
\frac{\eta_0}{2N^2} \\
0
\end{bmatrix}, \quad \tilde{D} = \begin{bmatrix}
\frac{\eta_0 - T_0}{\tau_0} & \frac{\eta_0 - T_0}{\tau_0} \\
0 & 0
\end{bmatrix},
\]

\[
\tilde{B}_2 = \begin{bmatrix}
\frac{\eta_0 - T_0}{2N^2} & \frac{\eta_0 - T_0}{2N^2} \\
0 & 0
\end{bmatrix}, \quad \tilde{H} = \begin{bmatrix}
0 & 1
\end{bmatrix}.
\]

Assume that the pair \((\tilde{A}, \tilde{B}_1)\) is controllable and the pair \((\tilde{A}, \tilde{H})\) is observable.

From the above discussion, one can design the state feedback controller as \(\tilde{u}_1(t - \tau(t))\) and the external control strategy \(\tilde{u}_2(t)\) to adjust the dynamic behaviour of the fluid-flow network. Equation (2.4) describes the network dynamics, which are set by the TCP protocols on the window sizes and the queue management scheme on the queue length, while a buffer is used to manage the packets.
2.2. INTEGRATE INTELLIGENT COMPUTATION AND A COMMUNICATION NETWORK FOR A NETWORKED CONTROL SYSTEM

2.2.3 An event-triggered scheme

The event-generator is the most important part in this framework, which provides a tradeoff between the communication resources and the system’s performance. Under a periodic sampling mechanism and a network time synchronisation mechanism, both the state of the control plant and the state of the fluid-flow network are sampled synchronously at a constant period $h$. The set of sampled instants is represented by $\{jh|j \in \mathbb{N}\}$. The sampled data of both the control plant state $x(jh)$ and the fluid-flow model state $\tilde{x}(jh)$ reflecting the queue length and window size, is received by the event-generator. Then the event-generator determines whether or not the sampled data should be packaged and sent to the controller via the fluid-flow model for the dynamic network.

The released instants are defined as $t_k h$, $t_{k+1} h$, ..., and $x(t_k h)$, $x(t_{k+1} h)$, ... are the corresponding states of the control plant, respectively. Hence the set of transmission instants can be represented by $\{t_k h|t_k \in \mathbb{N}\}$, where $t_1 = 1$ is the initial transmitted instant. Because of the imperfect communication network, for the transmitted data $x(t_k h)$, the fluid flow network introduces a communication delay $\tau(t_k h) = \frac{q(t_k h)}{C(t_k h)} + T_p$, with $\tau(t_k h) \in [\tau_m, \tau_M]$, $k = 1, 2, ..., \in \mathbb{N}$. Then the released signals $x(t_k h)$, $x(t_{k+1} h)$, ... reach the controller at times $t_k h + \tau(t_k h)$, $t_{k+1} h + \tau(t_{k+1} h)$, ... By using the logic ZOH, the actuator keeps the data received at $t_k h + \tau(t_k h)$ available until the new data arrives at $t_{k+1} h + \tau(t_{k+1} h)$. We assume that the latest transmitted state $x(t_k h)$ of the control plant is stored in the storage of the event-generator. The following sampled data of the control plant is expressed as $x(t_{i}^k h)$, where $t_{i}^k h = t_k h + ih$, $i \in \mathbb{N}$. Meanwhile, the corresponding sampled state of the fluid-flow model is $\tilde{x}(t_{i}^k h)$. The state error of the control plant between the latest transmitted data $x(t_k h)$ and the corresponding sampled data $x(t_{i}^k h)$ can be calculated as

$$e(t_{i}^k h) = x(t_{i}^k h) - x(t_k h) \quad (2.6)$$

Taking the dynamic network behaviour into account, the sampled data $x(t_{i}^k h)$ of
the control plant is packaged and transmitted by the event-generator only when
the current sampled data \( x(t_k^i h) \) of the control system, the state error \( e(t_k^i h) \), the
state of the fluid-flow network \( \tilde{x}(t_k^i h) \) and dynamics priority evaluation function
of the networked control system \( \psi(e(t_k^i h), \tilde{x}(t_k^i h)) \), satisfy the following judgement
condition

\[
\begin{bmatrix}
e(t_k^i h) \\
\psi(e(t_k^i h), \tilde{x}(t_k^i h))
\end{bmatrix}^T \Omega \begin{bmatrix}
e(t_k^i h) \\
\psi(e(t_k^i h), \tilde{x}(t_k^i h))
\end{bmatrix} \geq \lambda \begin{bmatrix}
x(t_k^i h) \\
\tilde{x}(t_k^i h)
\end{bmatrix}^T \Omega \begin{bmatrix}
x(t_k^i h) \\
\tilde{x}(t_k^i h)
\end{bmatrix}
\]  
(2.7)

where \( \lambda \) is a scalar parameter, belonging to \((0, 1)\); and \( \Omega \in \mathbb{R}^{(n+2)\times(n+2)} \) is a positive
definite symmetric matrix to be determined.

**Remark 2.1.** The dynamic priority evaluation function \( \psi(e(t_k^i h), \tilde{x}(t_k^i h)) \) comes
from the Large Error First (LEF) online scheduling algorithm, which is proposed in
[114]. The priorities are assigned by a pre-determined policy based on the function
of the errors obtained from the plant states and the states of the network dynamics.
The plant with the largest error has the highest priority.

For ease of analysis and exposition of the essential feature of the event-generator,
an event-triggered function \( f(x_{t_k^i h}, \tilde{x}_{t_k^i h}, e_{t_k^i h}, \psi_{t_k^i h}) \) of the event-generator is defined as

\[
f(x_{t_k^i h}, \tilde{x}_{t_k^i h}, e_{t_k^i h}, \psi_{t_k^i h}) = \begin{bmatrix}
e_{t_k^i h} \\
\psi_{t_k^i h}
\end{bmatrix}^T \Omega \begin{bmatrix}
e_{t_k^i h} \\
\psi_{t_k^i h}
\end{bmatrix} - \lambda \begin{bmatrix}
x_{t_k^i h} \\
\tilde{x}_{t_k^i h}
\end{bmatrix}^T \Omega \begin{bmatrix}
x_{t_k^i h} \\
\tilde{x}_{t_k^i h}
\end{bmatrix}
\]  
(2.8)

where \( x_{t_k^i h} \triangleq x(t_k^i h), \tilde{x}_{t_k^i h} \triangleq \tilde{x}(t_k^i h), e_{t_k^i h} \triangleq e(t_k^i h) = x(t_k^i h) - x(t_k h), \psi_{t_k^i h} = \psi(e_{t_k^i h}, \tilde{x}_{t_k^i h}) \).

It can be seen from (2.7) and (2.8), when the event-triggered function
\( f(x_{t_k^i h}, \tilde{x}_{t_k^i h}, e_{t_k^i h}, \psi_{t_k^i h}) \) < 0, the packet is not transmitted to the controller via the fluid-flow model of
the communication network. Only the sampled data satisfying \( f(x_{t_k^i h}, \tilde{x}_{t_k^i h}, e_{t_k^i h}, \psi_{t_k^i h}) \geq 0 \),
is packaged and transmitted to the controller. In other words, the event-generator’s
decision is triggered when \( f(x_{t_k^i h}, \tilde{x}_{t_k^i h}, e_{t_k^i h}, \psi_{t_k^i h}) \geq 0 \). Therefore, based on the above
analysis, the next transmission instant corresponding to the transmitted instant \( t_k h \)
can be expressed as

\[
t_{k+1} h = t_k h + \inf_{i \geq 1} \{ ih | f(x_{t_k^i h}, \tilde{x}_{t_k^i h}, e_{t_k^i h}, \psi_{t_k^i h}) \geq 0 \}
\]  
(2.9)
Obviously, the set of transmission instants are \( \{ t_k h | t_1 h, t_2 h, \ldots, t_k h, \ldots, t_k \in \mathbb{N} \} \) which is a subset of the set of sampled instants \( \{ j h | j \in \mathbb{N} \} \). There may be some sampled data which are not triggered in the interval \( t \in [t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)] \). We now analyse the sampled data in the interval \( t \in [t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)] \) for technical convenience, consider the following two cases:

**Case 1:** if \( t_k h + h + \tau(t_k h) > t_{k+1} h + \tau(t_{k+1} h) \), as shown in Figure 2.2

![Figure 2.2: Case 1 for the package transmission](image)

Define

\[
d(t) = t - t_k h, \text{ for } t \in [t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)]
\]

(2.10)

Thus,

\[
\tau_m \leq \tau(t_k) \leq d(t) \leq (t_{k+1} - t_k) h + \tau(t_{k+1} h) \leq h + \tau_M
\]

(2.11)

**Case 2:** if \( t_k h + h + \tau(t_k h) \leq t_{k+1} h + \tau(t_{k+1} h) \), as shown in Figure 2.3

There exists an \( l_M \) such that \( (t_k + l_M) h + \tau(t_k h) \leq t_{k+1} h + \tau(t_{k+1} h) \) and \( (t_k + l_M + 1) h + \tau(t_k h) > t_{k+1} h + \tau(t_{k+1} h) \). Then it can be seen that

\[
[t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)] = \Pi_1 \cup \Pi_2
\]
where $\Pi_1 = \bigcup_{i=0}^{M-1} \Pi_1^i, \Pi_1^i = [t_k h + i h + \tau(t_k h), t_k h + (i + 1) h + \tau(t_k h)], \Pi_2 = [(t_k + l_M) h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)]$.

Define

$$d(t) = \begin{cases} t - (t_k + i) h, & t \in \Pi_1^i \\ t - (t_k + l_M) h, & t \in \Pi_2 \end{cases}$$

with

$$\begin{cases} \tau_m \leq \tau(t_k h) \leq d(t) \leq h + \tau(t_k h) \leq h + \tau_M, & t \in \Pi_1^i \\ \tau_m \leq \tau(t_k h) \leq d(t) \leq h + \tau(t_k h) \leq h + \tau_M, & t \in \Pi_2 \end{cases}$$

Then

$$e(t_k h) = \begin{cases} x((t_k + i) h) - x(t_k h), & t \in \Pi_1^i \\ x((t_k + l_M) h) - x(t_k h), & t \in \Pi_2 \end{cases}$$

From the above discussion, we obtain that $[t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)] = \Pi_1 \cup \Pi_2$. Let $l = t_{k+1} - t_k - 1$. If $\tau(t_k h) \leq h + \tau(t_{k+1} h), l_M = l$; if $\tau(t_k h) > h + \tau(t_{k+1} h)$, $l_M$ is as defined in Case 2, with $t_k^i h = t_k h + i h; i = 0, ..., l$. $t_k^i h$ is the sampling instant between two successful transmitted instants.

In the event-generator, when the sampled data $x(t_k h)$ are prepared to be transmitted, they are also used for the calculation of $e(t_k^i h)$. Since $e(t_k^i h) = x(t_k^i h) - x(t_k h)$, then $x(t_k h) = x(t_k^i h) - e(t_k^i h)$ and $d(t) = t - t_k^i h$, then

$$x(t_k h) = x(t - d(t)) - e(t_k^i h)$$ (2.12)
where $d(t)$ is a piecewise-linear with the derivative $\dot{d}(t) = 1$ and $\tau_m \leq d_m \leq d(t) \leq d_M < \infty$, for $t \neq t_k^i h + \tau(t_k^i h)$. $d_m = \min\{\tau(t_k^i h)\} \geq \tau_m$ and $d_M = h + \tau_M$, where $t_k^i \in \mathbb{N}$.

**Remark 2.2.** From (2.9), one can see that the transmission events are dependent not only on the system’s performance, but also on the network dynamics. This event-triggered scheme provides a tradeoff between system performance and network dynamics. Without considering the dynamic behaviour of the communication network, the scheduling strategy of the event-generator is degenerated to the case with the discrete event-triggered communication scheme as discussed in [110]. When $\lambda = 0$, it means all the sampled data are transmitted. Then it reduces to the time-triggered transmission scheme.

Obviously, under the judgement algorithm (2.7), the event-generator reduces the burden of the communication network and saves communication bandwidth. Furthermore, if the dynamic behaviour of the communication network reflects that the network is not congested at this time, then more sampled data of the control system is sent out such that the performance of the control system is enhanced and the network resources is efficiently utilised without any idle.

### 2.2.4 Modelling of networked control systems

In this framework, a dynamic priority evaluation function $\psi(t_k^i h)$ of the networked control system is employed to prevent congestion occurring in the communication network. The state error $e(t_k^i h)$ is viewed as the external disturbance of the network to schedule the other information, such as the short-term data flow related to this alteration. It can be viewed as the external disturbance of the network in the form of $\tilde{v}(t) = \tilde{F}e(t)$, where $\tilde{F}$ is the weight parameter of the external disturbance. Assume the feedback $u(t)$ controller of the networked system (2.1) and the congestion
controllers $\tilde{u}_1(t), \tilde{u}_2(t)$ of network dynamics (2.5) are in the form of

$$u(t) = Kx(tkh),$$
(2.13)

$$\tilde{u}_1(t) = \tilde{K}_1\tilde{x}(t - \tau(tkh)),$$
(2.14)

$$\tilde{u}_2(t) = \tilde{K}_2\psi(t^*_kh).$$
(2.15)

Therefore, using the above controllers and from (2.1) and (2.5), we obtain the augmented system as

$$\dot{\xi}(t) = A\xi(t) + (A + B_dK_d)\xi(t - \tau(tkh)) + B_1K\xi(t - d(t)) + (D_d + B_2K)e(t^*_kh)$$
(2.16)

where $t \in [t_kh + \tau(tkh), t_{k+1}h + \tau(t_{k+1}h))$,

$$\xi(t) = \text{col}\{x(t), \tilde{x}(t)\},$$
(2.17)

$$\tilde{e}(t^*_kh) = \text{col}\{e(t^*_kh), \psi(t^*_kh)\},$$
(2.18)

with

$$A = \begin{bmatrix} A_p & 0 \\ 0 & \tilde{A} \end{bmatrix}, A_d = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{A}_d \end{bmatrix}, B_d = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{B}_1 \end{bmatrix}, \tilde{K} = \begin{bmatrix} K & 0 \\ 0 & \tilde{K}_2 \end{bmatrix},$$

$$K_d = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{K}_1 \end{bmatrix}, D_d = \begin{bmatrix} 0 & 0 \\ \tilde{D} \tilde{F}_1 \end{bmatrix}, B_1 = \begin{bmatrix} B_p & 0 \\ 0 & 0 \end{bmatrix}, B_2 = \begin{bmatrix} -B_p & 0 \\ 0 & \tilde{B}_2 \end{bmatrix}.$$

The initial condition of the state $\xi(t)$ is $\xi(t_0 + \theta) = \phi(\theta)$, where $\theta \in [-d_M, 0]$, with $\phi(0) = \xi_0; \phi \in W$, where $W$ denotes the Banach space of absolutely continuous functions $[-d_M, 0] \rightarrow \mathbb{R}^n$ with square-integrable derivative and with the norm

$$\|\phi\|^2_W = \|\phi(0)\|^2 + \int_{-d_M}^0 \|\phi(s)\|^2ds + \int_{-d_M}^0 \|\dot{\phi}(\theta)\|^2d\theta$$

where the vector norm $\|\cdot\|$ represents the Euclidean norm.

By proposing a novel event-triggered scheme and a Lyapunov-Krasovskii functional and considering network-induced time-varying delay, we will derive a new stability criterion for the networked system, where both network behaviour and performance of the control system are considered. Based on the stability criterion, feedback controllers will be designed to allocate network resources dynamically and asymptotically stabilise the networked control system.
2.3 Stability analysis

In this section, by constructing a Lyapunov-Krasovskii functional for the augmented system (2.16), a sufficient condition under which the augmented system (2.16) can be asymptotically stable is derived.

The Lyapunov-Krasovskii functional is constructed as

$$V(t) = V_1(t) + V_2(t) + V_3(t)$$  \hspace{1cm} (2.19)$$

where

$$V_1(t) = \xi^T(t)P_1\xi(t) + \int_{t-\tau_m}^t \xi^T(s)P_2\xi(s)ds + \int_{t-\tau_m}^t \xi^T(s)P_3\xi(s)ds + \tau_m \int_{-\tau_m}^0 \int_{t+\theta}^{t-\tau_m} \xi^T(s)P_4\dot{\xi}(s)dsd\theta$$

$$+ (\tau_M - \tau_m) \int_{-\tau_M}^{-\tau_m} \int_{t+\theta}^{t} \xi^T(s)P_5\dot{\xi}(s)dsd\theta$$

$$V_2(t) = \int_{t-d_m}^t \xi^T(s)R_1\xi(s)ds + \int_{t-d_M}^{t-d_m} \xi^T(s)R_2\xi(s)ds + d_m \int_{-d_m}^0 \int_{t+\theta}^{t-d_m} \xi^T(s)R_3\dot{\xi}(s)dsd\theta$$

$$+ (d_M - d_m) \int_{-d_M}^{-d_m} \int_{t+\theta}^{t} \xi^T(s)R_4\dot{\xi}(s)dsd\theta$$

$$V_3(t) = (d_M - d(t))\left(\xi(t) - \xi(t - \rho(t))\right)^TQ_1\left(\xi(t) - \xi(t - \rho(t))\right) + (d_M - d(t)) \int_{t-\rho(t)}^{t} \xi^T(s)Q_2\dot{\xi}(s)ds$$

and where \(\rho(t) = d(t) - \tau_k\).

Before carrying out the stability condition for the augmented system (2.16), the following lemmas are introduced.

**Lemma 2.1.** [115]. For any constant matrix \(R \in \mathbb{R}^{n \times n}\), \(R = R^T > 0\), scalar \(\tau > 0\) and vector function \(\dot{x} : [t - \tau, t] \to \mathbb{R}^n\) such that the following integration is well defined, then

$$-\tau \int_{t-\tau}^{t} \dot{x}^T(s)R\dot{x}(s)ds$$
\[
\begin{bmatrix}
  x(t) \\
  x(t-\tau)
\end{bmatrix}^T \begin{bmatrix}
  -R & R \\
  * & -R
\end{bmatrix} \begin{bmatrix}
  x(t) \\
  x(t-\tau)
\end{bmatrix} \leq \psi^T(t) \begin{bmatrix}
  -Q & Q & 0 \\
  * & -2Q & Q \\
  * & * & -Q
\end{bmatrix} \psi(t)
\]

Lemma 2.2. [116]. For any constant matrix \( Q \in \mathbb{R}^{n \times n} \), scalars \( \tau_m \leq \tau(t) \leq \tau_M \), and vector function \( \dot{x} : [-\tau_M, -\tau_m] \rightarrow \mathbb{R}^n \) such that the following integration is well defined, then it holds that

\[
-(\tau_M - \tau_m) \int_{t - \tau_M}^{t - \tau_m} \dot{x}^T(s)Q\dot{x}(s)ds 
\leq \psi^T(t) \begin{bmatrix}
  -Q & Q & 0 \\
  * & -2Q & Q \\
  * & * & -Q
\end{bmatrix} \psi(t)
\]

where \( \psi^T(t) = [x^T(t - \tau_m) \ x^T(t - \tau(t)) \ x^T(t - \tau_M)] \).

Lemma 2.3. [117]. For a symmetric positive definite matrix \( Q \in \mathbb{R}^{n \times n} \) and \( W_l \in \mathbb{R}^{n \times n} \) \((l = 1, 2)\), such that the following integration is well defined, then it holds that

\[
-\int_{t - \rho(t)}^{t} \dot{x}^T(s)Q\dot{x}(s)ds \leq \eta^T(t) \begin{bmatrix}
  W_1 + W_1^T & W_2 - W_2^T \\
  * & -W_2 - W_2^T
\end{bmatrix} \eta(t)
\]

\[
+\rho(t)\eta^T(t) \begin{bmatrix}
  W_1^T \\
  W_2^T
\end{bmatrix} Q^{-1} \begin{bmatrix}
  W_1^T \\
  W_2^T
\end{bmatrix} \eta(t)
\]

where \( \eta^T(t) = [\xi^T(t) \ \xi^T(t - \rho(t))]^T \).

Lemma 2.4. [12]. Assume that there exist positive scalars \( \epsilon_1, \epsilon_2, \epsilon_3 \) and a Lyapunov functional \( V : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R} \), for \( t \geq t_0 \) and \( V(t) \) is continuously differentiable at \( t \neq t_k h + \tau(t_k h) \), such that the corresponding solution \( \xi(t) \) to system (2.16) and the Lyapunov functional \( V(t) \) satisfy

\[
\epsilon_1 \|\xi(t)\|^2 \leq V(t) \leq \epsilon_2 \|\xi(t)\|^2,
\]

\[
\frac{dV(t)}{dt} \leq -\epsilon_3 \|\xi(t)\|^2, \ t \neq t_k h + \tau(t_k h),
\]

\[
\lim_{t \uparrow (t_k h + \tau(t_k h))} V(t) \geq V(t)|_{t = t_k h + \tau(t_k h)}
\]

for any \( t_k \in \mathbb{N} \). Then, the system (2.16) is asymptotically stable.
Applying Lemma 2.1 to Lemma 2.4, we have the following result.

**Theorem 2.1.** For given parameters \( \tau_m, \tau_M, d_m, d_M, \lambda > 0 \) and controller gains \( K, K_1, K_2 \), the augmented system is asymptotically stable in network environments if there exist matrices \( \Omega > 0, P_i > 0, R_v > 0, Q_1 > 0, Q_2 > 0, \) with \( i = 1, 2, ..., 5, v = 1, 2, 3, 4, \) \( W_1 \) and \( W_2 \) with appropriate dimensions such that the following matrix inequalities hold

\[
\begin{bmatrix}
\Psi_{111} & \Psi_{112} & \Psi_{113} \\
* & \Psi_{122} & 0 \\
* & * & \Psi_{133}
\end{bmatrix} < 0
\]  
(2.25)

\[
\begin{bmatrix}
\Psi_{211} & \Psi_{212} & \Psi_{213} \\
* & \Psi_{222} & \Psi_{223}
\end{bmatrix} < 0
\]  
(2.26)

where

\[
\Psi_{111} = \begin{bmatrix}
\Lambda_{111} & \Lambda_{112} & \Lambda_{113} & \Lambda_{114} \\
* & -2P_3 & 0 & 0 \\
* & * & -2R_4 + \lambda \Omega & 0 \\
* & * & * & -\Omega
\end{bmatrix},
\]

\[
\Lambda_{111} = P_1A + A^T P_1 + P_2 - P_4 + R_1 - R_3 - Q_1 + W_1 + W_1^T
\]

\[
+ (d_M - d_m)(Q_1A + A^T Q_1),
\]

\[
\Lambda_{112} = P_1A_d + P_1B_d K_d + (d_M - d_m)Q_1(A_d + B_d K_d),
\]

\[
\Lambda_{113} = P_1B_1 K + (d_M - d_m)Q_1 B_1 K,
\]

\[
\Lambda_{114} = P_1D_d + P_1B_2 K + (d_M - d_m)Q_1(D_d + B_2 K),
\]

\[
\Psi_{112} = \begin{bmatrix}
P_4 & 0 & R_3 & 0 & Q_1 - W_1^T + W_2 - (d_M - d_m)A^T Q_1 \\
P_5 & P_5 & 0 & 0 & -(d_M - d_m)(A_d^T + K_d^T B_d^T) Q_1 \\
0 & 0 & R_4 & R_4 & -(d_M - d_m)K^T B_1^T Q_1 \\
0 & 0 & 0 & 0 & -(d_M - d_m)(D_d^T + K^T B_2^T) Q_1
\end{bmatrix},
\]

\[
\Psi_{122} = \text{diag}\{-P_2 + P_3 - P_4 - P_5, -P_3 - P_5, -R_1 + R_2 - R_3 - R_4, -R_2 - R_4, -Q_1 - W_2 - W_2^T\},
\]

\[
\Psi_{113} = \begin{bmatrix}
\tau_m A^T P_4 & \tau A^T P_5 & d_m A^T R_3 & \bar{d} A^T R_4 & \bar{d} A^T Q 2 \\
\tau M A_d^T P_4 & \tau A_d^T P_5 & d_m A_d^T R_3 & \bar{d} A_d^T R_4 & \bar{d} A_d^T Q 2 \\
\tau M K^T B_1^T P_4 & \tau K^T B_1^T P_5 & d_m K_1^T B_1^T R_3 & \bar{d} K^T B_1^T R_4 & \bar{d} K^T B_1^T Q 2 \\
\tau M D_d^T P_4 & \tau D_d^T P_5 & d_m D_d^T R_3 & \bar{d} D_d^T R_4 & \bar{d} D_d^T Q 2
\end{bmatrix},
\]

\[
\Psi_{133} = \text{diag}\{-P_4, -P_5, -R_3, -R_4, -dQ_2\},
\]
\[ \Psi_{211} = \begin{bmatrix} \Lambda_{211} & \Lambda_{212} & \Lambda_{213} & \Lambda_{214} \\ * & -2P_5 & 0 & 0 \\ * & * & -2R_4 + \lambda \Omega & 0 \\ * & * & * & -\Omega \end{bmatrix} \],

\[ \Lambda_{211} = P_1A + A^TP_1 + P_2 - P_4 + R_1 - R_3 - Q_1 + W_1 + W_1^T, \]

\[ \Lambda_{212} = P_1A_d + P_1B_dK_d, \quad \Lambda_{213} = P_1B_1K, \quad \Lambda_{214} = P_1D_d + P_1B_2K, \]

\[ \Psi_{212} = \begin{bmatrix} P_4 & 0 & R_3 & 0 & Q_1 - W_1^T + W_2 \\ P_5 & P_5 & 0 & 0 & 0 \\ 0 & 0 & R_4 & R_4 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \Psi_{213} = \begin{bmatrix} \tau_mA^TP_4 & \bar{\tau}A^TP_3 & d_mA^TR_3 & \bar{d}A^TR_4 & \bar{d}W_1^T \\ \tau_mA_d^TP_4 & \bar{\tau}A_d^TP_3 & d_mA_d^TR_3 & \bar{d}A_d^TR_4 & 0 \\ \tau_mK^TB_4^TP_4 & \bar{\tau}K^TB_3^TP_3 & d_mK^TB_3^TR_3 & \bar{d}K^TB_3^TR_4 & 0 \\ \tau_mD_d^TP_4 & \bar{\tau}D_d^TP_3 & d_mD_d^TR_3 & \bar{d}D_d^TR_4 & 0 \end{bmatrix}, \]

\[ \Psi_{222} = \Psi_{122}, \]

\[ \Psi_{223} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \bar{d}W_2^T \end{bmatrix}, \quad \Psi_{233} = \Psi_{133}, \]

with \( \bar{\tau} = \tau_M - \tau_m, \bar{d} = d_M - d_m, \bar{A}_d = A_d + B_dK_d, \bar{D}_d = D_d + B_2K \).

Proof. Taking the derivative of \( V(t) \) along the trajectory of the system (2.16) yields

\[
\dot{V}(t) = 2\xi^T(t)P_1\dot{\xi}(t) + \xi^T(t)P_2\xi(t) \\
-\xi^T(t - \tau_m)P_2\xi(t - \tau_m) + \xi^T(t - \tau_m)P_3\xi(t - \tau_m) \\
-\xi^T(t - \tau_M)P_3\xi(t - \tau_M) + \tau^2_m\dot{\xi}^T(t)P_3\dot{\xi}(t) \\
-\tau_m \int_{t-\tau_m}^t \dot{\xi}^T(s)P_4\dot{\xi}(s)ds + (\tau_M - \tau_m)^2\dot{\xi}^T(t)P_5\dot{\xi}(t) \\
-(\tau_M - \tau_m) \int_{t-\tau_M}^t \dot{\xi}^T(s)P_5\dot{\xi}(s)ds \\
+\xi^T(t)R_1\xi(t) - \xi^T(t - d_m)R_1\xi(t - d_m) \\
+\xi^T(t - d_m)R_2\xi(t - d_m) - \xi^T(t - d_M)R_2\xi(t - d_M) \\
+d_m^2\dot{\xi}^T(t)R_3\dot{\xi}(t) - d_m \int_{t-d_m}^t \dot{\xi}^T(s)R_3\dot{\xi}(s)ds \\
+(d_M - d_m)^2\dot{\xi}^T(t)R_4\dot{\xi}(t) \\
-\xi^T(t)R_4\xi(t) - (d_M - d_m) \int_{t-d_M}^t \dot{\xi}^T(s)R_4\dot{\xi}(s)ds
\]
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\[-(\xi(t) - \xi(t - \rho(t)))^T Q_1 (\xi(t) - \xi(t - \rho(t))) + 2(d_M - d(t))(\xi(t) - \xi(t - \rho(t)))^T Q_1 \dot{\xi}(t) - \int_{t-\rho(t)}^{t} \dot{\xi}^T(s)Q_2 \dot{\xi}(s)ds + (d_M - d(t))\dot{\xi}^T(t)Q_2 \dot{\xi}(t)\]

Applying Lemma 2.1, we have

\[-\tau_m \int_{t-\tau_m}^{t} \dot{\xi}^T(s)P_4 \dot{\xi}(s)ds \leq \left[ \xi(t - \tau_m) \right]^T \begin{bmatrix} -P_4 & P_4 \\ P_4 & -P_4 \end{bmatrix} \left[ \xi(t) \right] \left[ \xi(t) \right]^T \left[ \xi(t - \tau_m) \right] \quad (2.27)\]

\[-d_m \int_{t-d_m}^{t} \dot{\xi}^T(s)R_3 \dot{\xi}(s)ds \leq \left[ \xi(t - d_m) \right]^T \begin{bmatrix} -R_3 & R_3 \\ R_3 & -R_3 \end{bmatrix} \left[ \xi(t - d_m) \right] \quad (2.28)\]

By Lemma 2.2, the following formulas hold

\[-(\tau_M - \tau_m) \int_{t-\tau_M}^{t} \dot{\xi}^T(s)P_4 \dot{\xi}(s)ds \leq \left[ \xi(t - \tau_M) \right]^T \begin{bmatrix} -P_5 & P_5 & 0 \\ * & -2P_5 & P_5 \end{bmatrix} \left[ \xi(t - \tau(t)) \right] \left[ \xi(t - \tau_M) \right] \quad (2.29)\]

\[-(d_M - d_m) \int_{t-d_M}^{t} \dot{\xi}^T(s)R_4 \dot{\xi}(s)ds \leq \left[ \xi(t - d_M) \right]^T \begin{bmatrix} -R_4 & R_4 & 0 \\ * & -2R_4 & R_4 \end{bmatrix} \left[ \xi(t - d_M) \right] \quad (2.30)\]

By Lemma 2.3, it is clear that

\[-\int_{t-\rho(t)}^{t} \dot{\xi}^T(s)Q_2 \dot{\xi}(s)ds \leq \left[ \xi(t) \right]^T \begin{bmatrix} W_1 + W_1^T & W_2 - W_2^T \\ * & -W_2 - W_2^T \end{bmatrix} \left[ \xi(t - \rho(t)) \right] + \rho(t) \left[ \xi(t) \right]^T \begin{bmatrix} W_2^T \\ W_2^T \end{bmatrix} Q_2^{-1} \begin{bmatrix} W_1^T \\ W_1^T \end{bmatrix} \left[ \xi(t - \rho(t)) \right] \quad (2.31)\]

For briefness of representation, let

\[\psi(t) = \text{col}\{\xi(t), \xi(t - \tau(t)), \xi(t - d(t)), \tilde{e}(t_h^t), \xi(t - \tau_m), \xi(t - \tau_M), \xi(t - d_m), \xi(t - d_M), \rho(t)\}\]
From (2.27)-(2.31), we then obtain
\[ V(t) \leq \psi^T(t) \Sigma \psi(t) \] (2.32)
where \( \Sigma = \Psi + \Gamma^T \Theta \Gamma + (d_M - d(t))(2\Gamma_1^T Q_1 \Gamma + \Gamma^T Q_2 \Gamma) + (d(t) - d_m)\Gamma_2^T Q_2^{-1} \Gamma_2 \), with
\[
\Psi = \begin{bmatrix} 
\Psi_{211} & \Psi_{212} \\
\ast & \Psi_{222}
\end{bmatrix},
\]
\[ \Theta = \tau_m^2 P_4 + (\tau_M - \tau_m)^2 P_5 + d_m^2 R_3 + (d_M - d_m)^2 R_4, \]
\[ \Gamma = \begin{bmatrix} A & (A_d + B_d K_d) & B_1 K & D_d + B_2 K \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \]
\[ \Gamma_1 = \begin{bmatrix} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -I \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I
\end{bmatrix}, \]
\[ \Gamma_2 = \begin{bmatrix} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I
\end{bmatrix}, \]
and \( \rho(t) = d(t) - \tau(t_k h) \leq d(t) - d_m \) is used in (2.31). It is clear that if \( \Sigma < 0 \), then there exists a scalar \( \epsilon_3 > 0 \) such that \( \dot{V}(t) \leq -\epsilon_3 \xi^T(t) \xi(t) < 0 \), \( (t \neq t_k h + \tau(t_k h)) \), which implies that (2.23) is satisfied. By Lemma 2.4, one can conclude that the system (2.16) is asymptotically stable. Notice that \( \Sigma \) is a convex combination of \( 2\Gamma_1^T Q_1 \Gamma + \Gamma^T Q_2 \Gamma \) and \( \Gamma_2^T Q_2^{-1} \Gamma_2 \) on \( d(t) \in [d_m, d_M] \). Therefore, \( \Sigma < 0 \) if
\[ \Psi + \Gamma^T \Theta \Gamma + (d_M - d_m)(2\Gamma_1^T Q_1 \Gamma + \Gamma^T Q_2 \Gamma) < 0, \] (2.33)
\[ \Psi + \Gamma^T \Theta \Gamma + (d_M - d_m)\Gamma_2^T Q_2^{-1} \Gamma_2 < 0 \] (2.34)
hold. Applying the Schur complement to (2.33) and (2.34), we arrive at (2.25) and (2.26). Then one can conclude that if the matrix inequalities (2.25) and (2.26) are satisfied, the augmented system (2.16) is asymptotically stable, which completes the proof. \( \square \)

### 2.4 Controller design

Based on Theorem 2.1, we are in a position to design the controller of the control system under consideration with network dynamics.

**Theorem 2.2.** For given scalars \( \tau_m, \tau_M, \lambda > 0 \), if \( \lambda \) \( d_m \) the augmented system is asymptotically stable in network environments if there exist matrices \( \bar{\Omega} > 0, X > 0, \)
\( \tilde{P}_i > 0, \tilde{R}_j > 0, \tilde{Q}_1 > 0, \tilde{Q}_2 > 0, \) for some given positive constants \( \epsilon, \mu_1, \) with \((i = 2, ..., 5, j = 1, 2, 3, 4, l = 1, 2, 3, 4, 5)\), \( \tilde{W}_1, \tilde{W}_2, Y_1 \) and \( Y_2 \) with appropriate dimensions such that

\[
\begin{bmatrix}
\hat{\Psi}_{111} & \hat{\Psi}_{112} & \hat{\Psi}_{113} \\
\ast & \hat{\Psi}_{122} & 0 \\
\ast & \ast & \hat{\Psi}_{133}
\end{bmatrix} < 0
\] (2.35)

\[
\begin{bmatrix}
\hat{\Psi}_{211} & \hat{\Psi}_{212} & \hat{\Psi}_{213} \\
\ast & \hat{\Psi}_{222} & \hat{\Psi}_{223} \\
\ast & \ast & \hat{\Psi}_{233}
\end{bmatrix} < 0
\] (2.36)

where

\[
\hat{\Psi}_{111} = \begin{bmatrix}
\tilde{A}_{111} & \tilde{A}_{112} & \tilde{A}_{113} & \tilde{A}_{114} \\
\ast & -2\tilde{P}_5 & 0 & 0 \\
\ast & \ast & -2\tilde{R}_4 + \lambda\tilde{\Omega} & 0 \\
\ast & \ast & \ast & -\tilde{\Omega}
\end{bmatrix},
\]

\[
\tilde{A}_{111} = AX + XA^T + \tilde{P}_2 - \tilde{P}_4 + \tilde{R}_1 - \tilde{R}_3 - \epsilon X + \tilde{W}_1 + \tilde{W}_1^T + (d_M - d_m)(\epsilon AX + \epsilon XA^T),
\]

\[
\tilde{A}_{112} = A_dX + B_dY_2 + \epsilon(d_M - d_m)(A_dX + B_dY_2),
\]

\[
\tilde{A}_{113} = B_1Y_1 + \epsilon(d_M - d_m)B_1Y_1,
\]

\[
\tilde{A}_{114} = D_dX + B_2Y_1 + \epsilon(d_M - d_m)(D_dX + B_2Y_1),
\]

\[
\hat{\Psi}_{112} = \begin{bmatrix}
\tilde{P}_4 & \tilde{P}_3 & 0 & \epsilon X - \tilde{W}_1^T + \tilde{W}_2 - \epsilon(d_M - d_m)XA^T \\
\tilde{P}_3 & \tilde{P}_5 & 0 & 0 \\
0 & 0 & \tilde{R}_4 & \epsilon(d_M - d_m)Y_1^T B_1^T \\
0 & 0 & 0 & -\epsilon(d_M - d_m)(XD_d^T + Y_1^T B_2^T)
\end{bmatrix},
\]

\[
\hat{\Psi}_{122} = \text{diag}\{-\tilde{P}_2 + \tilde{P}_3 - \tilde{P}_4 - \tilde{P}_5, -\tilde{P}_3 - \tilde{P}_3 - \tilde{R}_3 - \tilde{R}_3 - \tilde{R}_4,
-\tilde{R}_2 - \tilde{R}_4, -\epsilon X - \tilde{W}_2 - \tilde{W}_2^T\},
\]

\[
\hat{\Psi}_{113} = \begin{bmatrix}
\tau_m XA^T & \tilde{\tau}XA^T & d_mA^T & \tilde{d}XA^T & \tilde{d}XA^T \\
\tau_m \tilde{A}^T & \tilde{\tau}A^T & d_m\tilde{A}^T & \tilde{d}\tilde{A}^T & \tilde{d}A^T \\
\tau_m Y_1^T B_1^T & \tilde{\tau}Y_1^T B_1^T & d_mY_1^T B_1^T & \tilde{d}Y_1^T B_1^T & \tilde{d}Y_1^T B_1^T \\
\tau_m D_d^T & \tilde{\tau}D_d^T & d_mD_d^T & \tilde{d}D_d^T & \tilde{d}D_d^T
\end{bmatrix},
\]

\[
\hat{\Psi}_{133} = \text{diag}\{\mu_1^2 \tilde{P}_3 - 2\mu_1X, \mu_2^2 \tilde{P}_5 - 2\mu_2X, \mu_3^2 \tilde{R}_3 - 2\mu_3X,
\mu_4^2 \tilde{R}_4 - 2\mu_4X, d_m^2 \tilde{Q}_2 - 2\mu_5X\},
\]

\[
\hat{\Psi}_{211} = \begin{bmatrix}
\tilde{A}_{211} & \tilde{A}_{212} & \tilde{A}_{213} & \tilde{A}_{214} \\
\ast & -2\tilde{P}_5 & 0 & 0 \\
\ast & \ast & -2\tilde{R}_4 + \lambda\tilde{\Omega} & 0 \\
\ast & \ast & \ast & -\tilde{\Omega}
\end{bmatrix},
\]
\[ \dot{\lambda}_{211} = AX + XA^T + \tilde{P}_2 - \tilde{P}_4 + \tilde{R}_1 - \tilde{R}_3 - \epsilon X + \tilde{W}_1 + \tilde{W}_1^T \]

\[ \dot{\lambda}_{212} = A_d X + B_d Y_2, \]

\[ \dot{\lambda}_{213} = B_1 Y_1, \]

\[ \dot{\lambda}_{214} = D_d X + B_2 Y_1, \]

\[ \dot{\Psi}_{212} = \begin{bmatrix} \tilde{P}_4 & 0 & \tilde{R}_3 & 0 & \epsilon X - \tilde{W}_1^T + \tilde{W}_2 \\ \tilde{P}_5 & \tilde{P}_5 & 0 & 0 & 0 \\ 0 & 0 & \tilde{R}_4 & \tilde{R}_4 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \dot{\Psi}_{222} = \text{diag}\{-\tilde{P}_2 - \tilde{P}_3 - \tilde{P}_4 - \tilde{P}_5, -\tilde{P}_3 - \tilde{P}_5, -\tilde{R}_1 + \tilde{R}_2 - \tilde{R}_3 - \tilde{R}_4, \]

\[ \dot{\Psi}_{213} = \begin{bmatrix} \tau_m X \tilde{A}^T & \tau X \tilde{A}^T & d_m \tilde{X} A^T & d \tilde{X} A^T & d \tilde{W}_1^T \\ \tau_m \tilde{A}^T & \tilde{A}^T & d_m \tilde{A}^T & d \tilde{A}^T & 0 \\ \tau_m Y_1 \tilde{B}_1^T & \tau Y_1 \tilde{B}_1^T & d_m Y_1 \tilde{B}_1^T & d \tilde{Y}_1 \tilde{B}_1^T & 0 \\ \tau_m \tilde{D}_d & \tilde{D}_d & d_m \tilde{D}_d & d \tilde{D}_d & 0 \end{bmatrix}, \]

\[ \dot{\Psi}_{223} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \dot{\Psi}_{233} = \text{diag}\{\mu_1^2 \tilde{P}_1 - 2 \mu_1 X, \mu_2^2 \tilde{P}_5 - 2 \mu_2 X, \mu_3^2 \tilde{R}_3 - 2 \mu_3 X, \mu_4^2 \tilde{R}_4 - 2 \mu_4 X, -d \tilde{Q}_2\}, \]

with \( \tilde{\tau} = \tau_m - \tau_m \tilde{d} = d_m - d_m \tilde{A} = A_d X + B_d Y_2, \tilde{D}_d = D_d X + B_2 Y_1. \)

Then the controller gains are \( K = Y_1 X^{-1}, K_d = Y_2 X^{-1} \) and the weighting matrix is \( \Omega = X^{-1} \tilde{\Omega} X^{-1} \).

**Proof.** Multiply both the left- and right- sides of (2.25) by \( \text{diag}\{P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, I, I, I, I, I\} \), and both the sides of (2.26) by \( \text{diag}\{P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, P_1^{-1}, I, I, I, I, I\} \), respectively. Define the new variables as \( X = P_1^{-1}, \tilde{\Omega} = X \Omega X, \tilde{P}_2 = X P_2 X, \tilde{P}_3 = X P_3 X, \tilde{P}_4 = X P_4 X, \)

\( \tilde{P}_5 = X P_5 X, \tilde{R}_1 = X R_1 X, \tilde{R}_2 = X R_2 X, \tilde{R}_3 = X R_3 X, \tilde{R}_4 = X R_4 X, \tilde{Q}_1 = X Q_1 X, \)

\( \tilde{Q}_2 = X Q_2 X, \tilde{W}_1 = X W_1 X, \tilde{W}_2 = X W_2 X \) and \( \tilde{Q}_1 = \epsilon P_1 \), with \( \epsilon > 0 \) is given. By the inequality as \( (\mu_1 P_4 - X)^T P_4^{-1} (\mu_1 P_4 - X) \geq 0 \), we then obtain (2.35) and (2.36),
where the terms $-P_5, -R_3, -R_4, -Q_2$ are solved in the same way as in solving $P_4^{-1}$. The proof of Theorem 2.2 is completed. 

Remark 2.3. In Theorem 2.1 and 2.2, the parameters $\tau_m, \tau_M, d_m, d_M, \lambda$ are given prior. The parameters $\tau_m, \tau_M$ are the minimum and the maximum queue delays of the fluid-flow model; The parameters $d_m, d_M$ are the minimum and the maximum artificial time delays of the networked system; the parameter $\lambda$ is the threshold of the event-triggering scheme in the event-generator. The parameter $\tau_m$ equals to $T_p$, the fixed propagation delay in the network environment; the parameter $\tau_M$ can be determined by maximum queue size, the available link capacity and the fixed propagation delay; the parameter $d_m$ equals to $\tau_m$ and the parameter $d_M$ equals to $\tau_M + h$, which are modelled in Subsection 2.2.3; the threshold $\lambda$ of the event-triggering scheme can be chosen in the range of $(0, 1)$ to determine whether the sampled signals should be released.

In the following, we will show the merits and effectiveness of the proposed code-sign methods by a numerical example.

2.5 A numerical example

In this section, an illustrative example is presented to demonstrate the effectiveness of the proposed framework. A low speed network is employed to transmit the released data. The choice of its parameters is as Table 2.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP session number $N$</td>
<td>50</td>
</tr>
<tr>
<td>Link capacity $C$</td>
<td>5000 packets/s</td>
</tr>
<tr>
<td>Queen Delay $t_0$</td>
<td>0.18 s</td>
</tr>
<tr>
<td>Propagation delay $T_p$</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Queue size $q_0$</td>
<td>900 packets</td>
</tr>
<tr>
<td>Window size $W_0$</td>
<td>20 packets</td>
</tr>
<tr>
<td>Probability of packet mark $p_0$</td>
<td>0.005</td>
</tr>
</tbody>
</table>
In this situation, the parameters of the fluid-flow model are as

\[
\hat{A} = \begin{bmatrix}
-0.3086 & -0.0062 \\
277.7778 & -5.5556
\end{bmatrix}, \quad \hat{A}_d = \begin{bmatrix}
-0.3086 & 0.0062 \\
0 & 0
\end{bmatrix}, \quad \hat{B}_1 = \begin{bmatrix}
-0.0324 \\
0
\end{bmatrix},
\]

\[
\hat{B}_2 = \begin{bmatrix}
0.0324 \\
0
\end{bmatrix}, \quad \hat{D} = \begin{bmatrix}
0.005 & -0.05 \\
-0.5556 & 0
\end{bmatrix}, \quad F = \begin{bmatrix}
0.0001 & 0.0005 \\
0.0002 & 0.0008
\end{bmatrix}.
\]

The control system that we studied has the following parameters

\[
A_p = \begin{bmatrix}
0.2562 & 0.1824 \\
0.1443 & -0.1011
\end{bmatrix}, \quad B_p = \begin{bmatrix}
0.7506 \\
-0.6797
\end{bmatrix}.
\]

Under this network environment, suppose that the sampling period \( h = 0.15 \text{s} \) and \( \lambda = 0.04 \). By using Theorem 2.2, we obtain the system feedback controller’s gain as \( K = \begin{bmatrix}
-10.1726 & 0.1798
\end{bmatrix} \). The congestion controller gains are \( \hat{K}_1 = \begin{bmatrix}
-1.5138 & -0.6639
\end{bmatrix}, \quad \hat{K}_2 = \begin{bmatrix}
-8.5443 & 0.1539
\end{bmatrix} \). And the triggering matrix is

\[
\Omega = \begin{bmatrix}
16.7481 & -8.3653 & -0.0000 & 0.0021 \\
-8.3653 & 12.2868 & 0.0000 & -0.0040 \\
-0.0000 & 0.0000 & 0.0127 & 0.1765 \\
0.0021 & -0.0040 & 0.1765 & 17.7985
\end{bmatrix}.
\]

The state responses of the control system and the control input held in the logic ZOH are shown in Figure 2.4 and Figure 2.5, respectively.

The scheduling of the sampled data is shown in Figure 2.6 within a simulation time of \( T = 30 \text{s} \).

It is obvious that under this new scheme, the sampled data is efficiently scheduled by the event-generator based on network dynamics. To be specific, as shown in Figure 2.6 and Figure 2.7, 51.72% communication tasks executed in the first 5s which accounts for 7.5% of the total sampled data. Few sampled data is transmitted after 5s due to the asymptotical stability of the control system. As can be seen from Figure 2.7, when the ability to transmit is increased in the fluid-flow network model, more sampled data are packaged and triggered by the event-generator and the corresponding control performance is guaranteed. Compared with the period of the simulation time from 0 s to 5 s, the frequency of sampled data packaged and transmitted in the fluid-flow network model after 5s is smaller because the system
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Figure 2.4: The state responses of the control system

Figure 2.5: The control input of the networked system
Figure 2.6: Sampling, releasing, and data arriving instants

Figure 2.7: Releasing instants and the corresponding intervals
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Figure 2.8: The state responses of the networked system with released packages

Figure 2.9: The state responses of the FFM with released instants
is approaching the equilibrium point. In total, less communication resources are required; in other words, the limited network resources are saved.

Therefore, from this illustrative example, we can conclude that the sampled data is packaged and transmitted by the event-generator not only based on the performance of the networked system, but also on the network dynamics.

2.6 Conclusion

This chapter has addressed the stability and stabilisation of networked systems based on network dynamics. A novel event-triggered scheme which provides a condition to determine which sampled data should be transmitted is proposed. Based on fluid-flow model indicating the dynamics of the communication network, a new framework is proposed. The stability criterion and the controller gain design method have been obtained, taking into account network-induced time-varying delays. The criterion builds the relationship between the performance of the control system and network dynamics. Based on this criterion, the resources of the network are utilised efficiently without congestion while the performance of the control system is ensured. Simulation results have demonstrated the effectiveness of the proposed method.
Chapter 3

$H_\infty$ filter design for networked systems based on network dynamics

3.1 Introduction

Focussing on a research problem described in Chapter 1, this chapter aims to investigate the $H_\infty$ filter design for networked systems based on network dynamics. $H_\infty$ filtering is an important issue in the fields of signal processing and system control. The main feature of $H_\infty$ filtering is that, compared with the famous Kalman filtering [35], it does not require that both the system model under study and the statistical properties of external noises are known exactly. Due to its theoretical and practical significance, $H_\infty$ filtering has been intensively studied in the last ten years, see e.g. [117], [118], [119], [120] and the references therein.

In recent years, with the rapid development of digital and intelligent technologies, $H_\infty$ filtering for networked systems has gained increasing attention [121], [122]. In the networked system framework, the communication network is introduced to transmit data packets from a physical plant to a filter. Due to the imperfection of the communication network and the limitation of network resources, the output of the plant is not exactly equal to the input of the filter. Moreover, most of the available results are based on time-triggered schemes where all the sampled
data is sent through a communication network with a fixed period. Under those schemes, the system output is first sampled with a constant period and then is encapsulated with its time stamp and transmitted over the communication network to the filter. By using time-triggering schemes to design $H_{\infty}$ filters, the sampling period is determined under the worst case operating conditions, which leads to inefficient utilisation of the precious network resources.

Recently, event-triggered schemes have been proposed as a means to reduce the burden on communication networks, see e.g. [123], [124], [125], [126] and the references therein. Among those results, most of the event-triggering conditions are based on the system’s behaviour while few results consider the dynamics of communication networks which reflect the level of the quality of service (QoS). It is obvious that the main purpose of those kinds of event-triggered schemes is to reduce the demand on usage of network resources. However, if the saved network resources are not reused, those kinds of event-triggered schemes will lead to an idle network, which constitutes a wastage of network resources. To overcome this drawback, it is necessary to design an event-triggering scheme which takes network dynamics into account so as to adapt to different levels of the QoS of the communication network. For example, to investigate the $H_{\infty}$ filtering issue, when the communication channel is idle, more sampled data can be released to the network to be transmitted to the $H_{\infty}$ filters. Then the network resources will be utilised more efficiently and better performance may be achieved.

The consideration of network dynamics in the modelling of $H_{\infty}$ filtering for networked systems inevitably enhances the complexity in the study. To deal with this issue, in this chapter, a novel framework is developed for the networked system. More specifically, the implementation of such a framework involves at least the following two aspects:

1. How to abstract the main characteristics of the communication network to
codesign the event-triggering scheme with system dynamic behaviour such that network resources can be dynamically allocated to transmit the released sampled data;

2. How to design an online scheduling strategy for the filter to adapt the network dynamics in order to achieve better $H_\infty$ performance.

In this chapter, we develop a novel framework with an information scheduling middleware to investigate the event-triggered $H_\infty$ filtering issue for networked systems. Both the networked system and network dynamics are abstracted and modelled within the Information Dispatching Middleware, which reduce the burden on the system engineers to simplify and shorten the codesign development of a networked system with network dynamics. In the middleware, two modules namely the Information Selection Module and the Congestion Avoidance Module are developed. The Information Selection Module aims to regulate the transmission of the sampled data in terms of a predefined event-triggering condition. The Congestion Avoidance Module is used to schedule those sampled data released by the Information Selection Module to the filter. With the proposed middleware, a tradeoff between the desired $H_\infty$ filtering performance and communication network resources utilisation is obtained. Moreover, a linear estimation method is derived to compensate network-induced influence on the released signals. The online scheduling strategy is designed based on network dynamics with different levels of the $H_\infty$ filtering performance to adapt the different levels of network QoS. Furthermore, based on the proposed framework, the filtering error system is modelled as a linear system with two time-varying delays. By employing a Lyapunov-Krasovskii functional, a sufficient condition such that the filtering error system is asymptotically stable with a prescribed $H_\infty$ level, is derived. As a result, the $H_\infty$ filter, the congestion controllers and the event-triggered scheme can be codesigned in terms of solutions to a set of linear matrix inequalities (LMIs). Finally, the effectiveness of the proposed method
is illustrated by a mechanical system with two masses and two springs.

This chapter is organised into six sections. After a brief introduction, Section 3.2 proposes a novel middleware framework for networked system to analyse and synthesize the filtering issue. In Section 3.3, \( H_\infty \) performance of the networked system is analysed and the \( H_\infty \) filter is designed in Section 3.4. Simulation results are presented in Section 3.5 and the chapter is recapitulated in Section 3.6.

### 3.2 Modelling and problem formulation

#### 3.2.1 A novel \( H_\infty \) filtering framework for a networked system

Consider the continuous-time linear system described by

\[
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p w(t), \quad x_p(0) = x_0 \\
y_p(t) &= C_p x_p(t) \\
z_p(t) &= L_p x_p(t)
\end{align*}
\]

\( (3.1) \)

where \( x_p(t) \in \mathbb{R}^n \) is the system state vector; \( y_p(t) \in \mathbb{R}^m \) is the measurement output vector; and \( z_p(t) \in \mathbb{R}^r \) is the signal to be estimated. The input signal \( w(t) \in \mathbb{R}^l \) belongs to \( \mathcal{L}_2[0, +\infty) \). The system matrices \( A_p, B_p, C_p \) and \( L_p \) are constant matrices with appropriate dimensions.

The novel \( H_\infty \) filtering framework for the networked system with network dynamics is established by introducing an Information Dispatching Middleware, which is illustrated in Figure 3.1. To achieve a tradeoff between the desired performance of the \( H_\infty \) filtering and the utilisation of communication network resources, a codesign method is proposed to fill the “interaction gap” between the QoS of the communication network and the QoP of the filtering design.

In the proposed framework, the plant is described in (3.1); the sensor and the sampler are clock-driven; the smart zero-order-holder (S-ZOH) and the filter are event-driven. The released packets including “needed” measurement output signals of the plant, time stamp and the state of network dynamics, are scheduled by the
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Figure 3.1: A novel framework with the Information Dispatching Middleware

Information Dispatching Middleware. In this middleware, there are two modules:

- The Information Selection Module with an event-triggering scheme;

- The Congestion Avoidance Module generated from a fluid-flow model under equilibrium points based on TCP/AQM communication networks.

Scheduled by the middleware, the released packets are transmitted to the S-ZOH, which has a “hook” to detect the time-delay in order to design a suitable filter to estimate the controlled output signal $z_p(t)$. Network time synchronisation is employed to sample the output of the networked system and the state of the communication network synchronously.

### 3.2.2 Network dynamics in the Congestion Avoidance Module

In this section, we will analyse the network dynamics in the Congestion Avoidance Module of the Information Dispatching Middleware in the proposed framework. As discussed in Chapter 2, a nonlinear model without timeout mechanism for a TCP network is developed by using a fluid-flow and stochastic differential equation...
analysis approach [102]. The model is specified as

\[
\begin{align*}
\dot{W}(t) &= \frac{1}{\tau(t)} - \frac{W(t)W(t-\tau(t))}{2\tau(t-\tau(t))}p(t-\tau(t)) \\
\dot{q}(t) &= \begin{cases}
- C(t) + N(t)W(t), & q(t) > 0 \\
\max\{0, -C(t) + \frac{N(t)}{\tau(t)}W(t)\}, & q(t) = 0,
\end{cases} \\
\tau(t) &= \frac{q(t)}{C(t)} + T_p,
\end{align*}
\]

where \(W(t)\) is the TCP window size; \(q(t)\) is the queue length; \(T_p\) is the propagation delay; \(\tau(t)\) is the information time delay; \(C(t)\) is the available link capacity; \(N(t)\) is the number of TCP sessions; and \(p(t)\) (0 ≤ \(p(t)\) ≤ 1) is the packet-dropping probability function, which is the control input used to maintain the bottleneck queue.

In this chapter, we consider the estimation of released data from the Information Selection Module based on the effects of time-varying delays induced from the fluid-flow model.

It is assumed that the information delay \(\tau(t)\) is under a single router. Take \((W(t), q(t))\) as the network state reflecting network dynamical characteristics. Based on the desired \(H_\infty\) performance, for a chosen triplet of network parameters \((N, C_0, \tau_0)\), a triple \((W_0, q_0, p_0)\) in the set \(\Upsilon = \{(W_0, q_0, p_0) : \tau_0 = \frac{q_0}{C_0} + T_p, W_0 = \frac{nC_0}{N}, p_0 = \frac{2}{W_0}\}\) is an equilibrium point. Define \(\delta W = W(t) - W_0\), \(\delta q = q(t) - q_0\), \(\delta p = p(t) - p_0\), \(\delta C = C(t) - C_0\). Then linearise the equation (3.2) at the equilibrium point such that the nonlinear model could be expressed in the form of the following linear time-delay model [79]
\[
\begin{align*}
\delta \dot{W}(t) &= -\frac{N}{\tau_0^2 C_0}(\delta W(t) + \delta W(t - \tau(t))) \\
&\quad - \frac{1}{\tau_0^2 C_0}(\delta q(t) - \delta q(t - \tau(t))) - \frac{\tau_0 C_0^2}{2N^2} \delta p(t - \tau(t)) \\
&\quad + \frac{\tau_0 - T_p}{\tau_0^2 C_0}(\delta C(t) - \delta C(t - \tau(t))), \\
\delta \dot{q}(t) &= \frac{N}{\tau_0} \delta W(t) - \frac{1}{\tau_0} \delta q(t) - \frac{T_p}{\tau_0} \delta C(t)
\end{align*}
\] (3.3)

Set \(\tilde{x}(t) = [\delta W(t) \; \delta q(t)]^T\), \(\tilde{u}_1(t) = \delta p(t)\). Then a generalised fluid-flow model of TCP/AQM communication networks for the \(H_\infty\) issue of networked systems can be described as

\[
\begin{align*}
\dot{\tilde{x}}(t) &= \tilde{A} \tilde{x}(t) + \tilde{A}_d \tilde{x}(t - \tau(t)) + \tilde{B}_1 \tilde{u}_1(t - \tau(t)) \\
&\quad + \tilde{B}_2 \tilde{u}_2(t) + \tilde{D} \tilde{v}(t) \\
\tilde{y}(t) &= \tilde{f}(y_p(t_k h))
\end{align*}
\] (3.4)

where \(\tilde{x}(t) \in \mathbb{R}^2\), \(\tilde{u}_1(t) \in \mathbb{R}^1\), \(\tilde{u}_2(t) \in \mathbb{R}^1\), \(v(t) \in \mathbb{R}^2\) represent the internal dynamics of the network, the internal control input for the network, the external control strategy for the network and the external disturbance of the network, respectively. \(\tilde{f}(\cdot)\) denotes the network effects on the released signal \(y_p(t_k h)\) at the released instant \(t_k h\), with

\[
\begin{align*}
\tilde{A} &= \begin{bmatrix}
-\frac{N}{\tau_0^2 C_0} & -\frac{1}{\tau_0^2 C_0} \\
\frac{\tau_0 - T_p}{\tau_0^2 C_0} & 0
\end{bmatrix}, \\
\tilde{A}_d &= \begin{bmatrix}
-\frac{N}{\tau_0^2 C_0} & \frac{1}{\tau_0^2 C_0} \\
0 & 0
\end{bmatrix}, \\
\tilde{B}_1 &= \tilde{B}_2 = \begin{bmatrix}
-\frac{\tau_0 C_0^2}{2N^2} \\
\frac{\tau_0 - T_p}{\tau_0^2 C_0}
\end{bmatrix}, \\
\tilde{D} &= \begin{bmatrix}
\frac{\tau_0 - T_p}{\tau_0^2 C_0} & -\frac{\tau_0 - T_p}{\tau_0^2 C_0} \\
\frac{\tau_0 - T_p}{\tau_0^2 C_0} & 0
\end{bmatrix}.
\end{align*}
\]

The packets, including the “needed” sampled data to be packaged and released from the event-generator in the Information Selection Module, will be scheduled by the Congestion Avoidance Module of the Information Dispatching Middleware.

### 3.2.3 An event-triggered scheme in the Information Selection Module

In the proposed middleware, the event-generator is a major part of the Information Selection Module. It receives the sampled measurement output data \(y_p(sh)\) and
the network state $\dot{x}(sh)$ with a constant period $h > 0$, under a periodic sampling mechanism and a network time synchronisation. The set of sampled instants can be represented by \{sh|s ∈ N\}. The set of released instants \{t_k h|k ∈ N\} is a subset of the sampled instants and define $t^i_k h = t_k h + ih$ as the corresponding following sampled instants for the released instant $t_k h$, with $i = 0, \ldots, n$, $n = t_{k+1} - t_k$ when $i = 0$, $t^i_k h = t_k h$; $i = n$, $t^i_k h = t_{k+1} h$.

Considering the effects of the communication network on the transmitted measurement output $y_p(t_k h)$, it is assumed that the communication network introduces a communication delay $\tau(t_k h) = \frac{q(t_k h)}{C_0} + T_p$, in which the link capacity $C_0$ is fixed with $\tau_m ≤ \tau(t_k h) ≤ \tau_M$, $k ∈ N$. $\tau_m$ is the fixed propagation delay $T_p$; $\tau_M$ is the maximum allowable transmission network-induced delay.

The measurement output error $e_k(t^i_k h)$ of the plant between the latest transmitted output sampled data $y_p(t_k h)$ and the current sampled data $y_p(t^i_k h)$ can be calculated as

$$e_k(t^i_k h) = y_p(t_k h) - y_p(t^i_k h). \quad (3.5)$$

The S-ZOH keeps the data received at $t_k h + \tau(t_k h)$ available until the new data arrives at $t_{k+1} h + \tau(t_{k+1} h)$. The holding zone of the S-ZOH is $[t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)] = \bigcup_{i=0}^{n-1} \Theta^i_k$, where $\Theta^i_k = [t^i_k h + \tau(t^i_k h), t^{i+1}_k h + \tau(t^{i+1}_k h)]$. By introducing an artificial time delay $d(t) = t - t^i_k h$, $t ∈ \Theta^i_k$, we obtain

$$y_p(t_k h) = y_p(t - d(t)) + e_k(t^i_k h) \quad (3.6)$$

where $d(t)$ is piecewise-linear with the derivative $\dot{d}(t) = 1$.

To keep the right order for the $y_p(t^i_k h)$, in this chapter, we assume that $d_m ≤ d(t) ≤ d_M < ∞$, for $t ≠ t^i_k h + \tau(t^i_k h)$ with $d_m = \min\{\tau(t_k h)\}$, $d_M = h + \max\{\tau(t_k h)\}$.

In the Information Selection Module, at the sampling instant $t^i_k h$, taking the network dynamics $\dot{x}(t^i_k h)$, the measurement output $y(t^i_k h)$ and the dynamic priority evaluation function $\psi(t^i_k h) = \psi(e_k(t^i_k h), \dot{x}(t^i_k h))$ into account, we define a judgement
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function \( f(t_{ikh}) \) to select the sampled measurement output \( y_p(t_{ikh}) \) as

\[
f(t_{ikh}) = \left[ \begin{array}{c} e_k(t_{ikh}) \\ \psi(t_{ikh}) \end{array} \right]^T \Omega \left[ \begin{array}{c} y_p(t_{ikh}) \\ \hat{x}(t_{ikh}) \end{array} \right] - \lambda \left[ \begin{array}{c} y_p(t_{ikh}) \\ \hat{x}(t_{ikh}) \end{array} \right]^T \Omega \left[ \begin{array}{c} y_p(t_{ikh}) \\ \hat{x}(t_{ikh}) \end{array} \right]
\]

where \( \lambda \) is a threshold and \( \Omega \) is a positive definite weighting matrix, which can be codesigned based on network dynamics.

The judgement function \( f(t_{ikh}) \) determines whether or not the sampled measurement output \( y_p(t_{ikh}) \) should be packaged as \((SN, t_{k+1}h, y_p(t_{k+1}h), \hat{x}(t_{k+1}h))\) and transmitted through the communication network. \( t_0h \) is the initial released instant and the next transmission instant of the \( t_kh \) can be expressed as

\[
t_{k+1}h = t_kh + \inf_{i \geq 1} \{ ih | f(t_{ikh}) \geq 0 \}.
\]

3.2.4 An online scheduling strategy and an \( H_\infty \) filtering error model

Based on the previous analysis, an online scheduling mechanism will be developed for the \( H_\infty \) filtering of the networked system. In order to reduce the negative effects of the network-induced delay on the released sampled data, an online delay-evaluation approach is proposed to compensate for the network-induced delay. Considering the effects of the time-varying delays induced from the fluid-flow model and inspired by [127], [128], [129], the estimation of the released data in (3.4) is formulated as

\[
\tilde{y}(t) = \bar{l}(\tau(tkh))y_p(tkh)
\]

where \( t \in [t_kh + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h)] \) and the parameter \( \bar{l}(\tau(t_kh)) \) is a function of \( \tau(t_kh) \). Generally, \( \bar{l}(\tau(t_kh)) \) should be worked out online to compensate for the network-induced delay \( \tau(t_kh) \). However, the processing power in the nodes is limited and time required for calculating \( \bar{l}(\tau(t_kh)) \) is intolerable. In this context, \( \tilde{y}(t) \) will be discretised as

\[
\tilde{y}(t) = \begin{cases} 
(1 - \frac{1}{\tau_M}(\tau_0 - \tau_m))y_p(tkh), & \tau_0 \leq \tau(t_kh) < \tau_1 \\
(1 - \frac{1}{\tau_M}(\tau_1 - \tau_m))y_p(tkh), & \tau_1 \leq \tau(t_kh) < \tau_2 \\
\vdots \\
(1 - \frac{1}{\tau_M}(\tau_{N-1} - \tau_m))y_p(tkh), & \tau_{N-1} \leq \tau(t_kh) < \tau_N
\end{cases}
\]

(3.9)
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where \( \tau_0 = \tau_m, \tau_N = \tau_M. \)

An online scheduling mechanism is developed in the proposed framework to adapt the dynamic behaviors of the communication network in order to achieve a better \( H_\infty \) performance. There are two steps to schedule the sampled data in the Information Dispatching Middleware and in S-ZOH.

In the proposed IDM, the Information Selection Module receives the sampled data from the networked system and from the communication network periodically and simultaneously. According to the network dynamics, the event-generator chooses a predefined threshold \( \lambda \) and a positive definite weighting matrix \( \Omega \) to determine whether or not the sampled data \( y_p(t_kh) \) is triggered and encapsulated into a packet with sequence number \( SN \), time stamp \( t_{k+1}h \) and the network state \( \hat{x}(t_{k+1}h) \) as \((SN,t_{k+1}h,y(t_{k+1}h),\hat{x}(t_{k+1}h))\) to be transmitted through the communication channel.

Once the S-ZOH receives the released packet \((SN,t_kh,y(t_kh),\hat{x}(t_kh))\), an online scheduling strategy is designed to choose a suitable filter such that the prescribed filtering performance can be satisfied. The online scheduling algorithm can be concisely described as in Algorithm 1.

**Algorithm 1** Online scheduling strategy In S-ZOH.

1: Unpack the received packets \((SN,t_kh,y(t_kh),\hat{x}(t_kh))\);
2: Detect the network dynamic \( \hat{x}(t_kh) \) by a ‘hook’ in S-ZOH;
3: Calculate \( \tau(t_kh), \hat{y}(t_kh) \);
4: switch \( \tau(t_kh) \) do
5: case \( \tau(t_kh) \in [\tau_0, \tau_1) \) S-ZOH switches to Filter 1;
6: case \( \tau(t_kh) \in [\tau_1, \tau_2) \) S-ZOH switches to Filter 2;
7: . . .
8: case \( \tau(t_kh) \in [\tau_{j-1}, \tau_j) \) S-ZOH switches to Filter \( j \);
9: . . .
10: case \( \tau(t_kh) \in [\tau_{g-1}, \tau_g) \) S-ZOH switches to Filter \( g \);
11: Wait for the next arrived packet, then jump to 1.

Define \( \tilde{l}(j) = 1 - \frac{1}{\tau_M} (\frac{\tau_j - \tau_0}{2} - \tau_m) \), with \( j = 1, 2, ..., N \). Then \( \hat{y}(t) = \tilde{l}(j)y_p(t_kh). \)
The filter to be designed is a stable and full order linear dynamic filter in the form of

\[
\begin{align*}
\dot{x}_f(t) &= A_f x_f + B_f \tilde{y}(t), \quad x_f(0) = 0 \\
z_f(t) &= C_f x_f(t)
\end{align*}
\]  

(3.10)

where \(A_f, B_f, \) and \(C_f\) are filter parameters to be designed based on the network dynamics.

Denote

\[
\begin{align*}
e(t) &= z_p(t) - z_f(t), \\
\eta(t) &= \text{col}\{x_p(t), \tilde{x}(t)\}, \\
\xi(t) &= \text{col}\{\eta(t), x_f(t)\}, \\
\bar{e}(t_k h) &= \text{col}\{e_k(t_k h), \psi(t_k h)\}.
\end{align*}
\]

Combining (3.1) and (3.4), with \(\tilde{u}_1(t) = \tilde{K}_1 \tilde{x}(t - \tau(t))\) and the external control strategy for the fluid-flow model \(\tilde{u}_2(t) = \tilde{K}_2 \psi(t_k h)\), the filtering error system can be expressed as

\[
\begin{align*}
\dot{\xi}(t) &= \bar{A} \xi(t) + \bar{A}_d \eta(t - \tau(t)) + \bar{B}_f \eta(t - d(t)) + \bar{D} \bar{e}(t_k h) + \bar{B} w(t) \\
e(t) &= L \xi(t) \\
\xi(\theta) &= \text{col}\{x_0, \tilde{x}_0, 0\}, \quad \theta \in [-d_M, 0],
\end{align*}
\]  

(3.11)

for \(t \in [t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)]\), with \(\tau_{j-1} \leq \tau(t_k h) \leq \tau_j, \ j = 1, \cdots, N\), where

\[
\begin{align*}
\bar{A} &= \text{diag}\{\bar{A}, A_f\}, \quad \bar{A}_d = \text{diag}\{A_p, \bar{A}_d\}, \\
\bar{B}_f &= \text{col}\{\bar{A}_d, 0\}, \\
L &= [L_p E \ -C_f],
\end{align*}
\]

\[
\bar{A}_d = \begin{bmatrix} 0 & 0 \\ 0 & \bar{A}_d + \bar{B}_1 \bar{K}_1 \end{bmatrix}, \quad \bar{B}_f = \begin{bmatrix} 0 \\ B_f \tilde{i}(j) C_p E \end{bmatrix}, \quad \bar{D} = \begin{bmatrix} \bar{B} \\ 0 \end{bmatrix}, \quad \bar{B} = \begin{bmatrix} B_p \\ 0 \end{bmatrix}
\]

\[
E = \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \end{bmatrix}, \quad \bar{D} = \text{col}\{\bar{D}, B_f \bar{L}\}, \quad \bar{D} = \begin{bmatrix} 0 & 0 \\ \bar{D} \bar{F} & \bar{B}_2 \bar{K}_2 \end{bmatrix}, \quad \bar{L} = \begin{bmatrix} \tilde{i}(j) \\ 0 \end{bmatrix}.
\]

The event-triggered \(H_\infty\) filtering problem can then be stated as: Given prescribed levels of disturbance attenuation \(\gamma_j > 0, \ j = 1, 2, \cdots, N\), determine the weighting matrix \(\Omega_j\) and the parameters \(A_f, B_f\) and \(C_f\) of the filters in the form of (3.10), such that

1) the filter error system (3.11) with \(w(t) = 0\) is asymptotical stable; and
2) under zero initial condition, the filter error system (3.11) achieves an $H_\infty$ performance level $\gamma_j$, i.e. the filtering error $e(t)$ satisfies $\|e(t)\|_2 \leq \gamma_j \|w(t)\|_2$, for any nonzero $w(t) \in L_2[0, \infty)$.

To proceed with, we first introduce three lemmas, which are useful in solving the above problem.

**Lemma 3.1.** [130] Given any real matrices $X$, $Y$ and $Z$ with appropriate dimensions and such that $Y > 0$ and is symmetric, we have

$$X^TYX + X^TZ + Z^TX + Z^TY^{-1}Z \geq 0. \quad (3.12)$$

**Lemma 3.2.** [131] For a given matrix $R > 0$, the following inequality holds for any continuously differentiable function $w : [a, b] \to \mathbb{R}^n$

$$\int_a^b w^T(u) \dot{w}(u) du \geq \frac{1}{b - a} (\tilde{\Gamma}_1^T R \tilde{\Gamma}_1 + 3 \tilde{\Gamma}_2^T R \tilde{\Gamma}_2) \quad (3.13)$$

where $\tilde{\Gamma}_1 = w(b) - w(a)$ and

$$\tilde{\Gamma}_2 = w(b) + w(a) - \frac{2}{b - a} \int_a^b w(u) du.$$

**Lemma 3.3.** [132] Let $\tau(t)$ be a continuous function satisfying $0 \leq h_1 \leq \tau(t) \leq h_2$. For any $n \times n$ real matrix $R_1 > 0$ and a vector $\dot{x} : [-h_2, 0] \to \mathbb{R}^n$ such that the integration concerned below is well defined, the following inequality holds for any $2n \times 2n$ real matrix $S_1$ satisfying $S_1^T \begin{bmatrix} \tilde{R}_1 & S_1 \\ S_1^T & \tilde{R}_1 \end{bmatrix} \geq 0$

$$- (h_2 - h_1) \int_{t-h_2}^{t-h_1} \dot{x}^T(s) R_1 \dot{x}(s) ds$$

$$\leq 2 \psi_{11}^T S_1 \psi_{21} - \psi_{11}^T \tilde{R}_1 \psi_{11} - \psi_{21}^T \tilde{R}_1 \psi_{21} \quad (3.14)$$

where $\tilde{R}_1 := \text{diag}\{R_1, 3R_1\}$; and

$$\psi_{11} = \begin{bmatrix} x(t - \tau(t)) - x(t - h_2) \\ x(t - \tau(t)) + x(t - h_2) - 2v_2(t) \end{bmatrix}$$

$$\psi_{21} = \begin{bmatrix} x(t - h_1) - x(t - \tau(t)) \\ x(t - h_1) - x(t - \tau(t)) - 2v_1(t) \end{bmatrix}$$
with
\[
\begin{align*}
v_1(t) &= \frac{1}{\tau(t) - h_1} \int_{t - \tau(t)}^{t-h_1} x(s)ds \\
v_2(t) &= \frac{1}{h_2 - \tau(t)} \int_{t - \tau(t)}^{t-h_2} x(s)ds.
\end{align*}
\]

### 3.3 $H_\infty$ filtering performance analysis

In this section, let the filter parameters in (3.10) and the congestion controllers in (3.4) first be given. Then, based on a Lyapunov-Krasovskii functional, a sufficient condition for $H_\infty$ performance analysis of the filtering error system (3.11) is given by the following theorem.

**Theorem 3.1.** For given $A_f$, $B_f$, $C_f$, $\bar{K}_1$, $\bar{K}_2$ and scalars $\tau_{j-1}$, $\tau_j$, ($j = 1, \cdots, N$), $d_m$, $d_M$, $\lambda \in (0, 1)$ and $\gamma_j > 0$, the filtering error system (3.11) is asymptotically stable with an $H_\infty$ performance $\gamma_j$, if there exist matrices $\Omega_j > 0$, $P = [P_1 E^T P_2] > 0$, $R_i > 0$, $Q_i > 0$ ($i = 1, 2, 3, 4$), $S_1 = [s_{11} s_{12}] > 0$, $S_2 = [s_{21} s_{22}] > 0$, with appropriate dimensions such that

\[
\begin{bmatrix}
\bar{Q}_1 & S_1 \\
\ast & \bar{Q}_4
\end{bmatrix} \geq 0, \\
\begin{bmatrix}
\tilde{R}_4 & S_2 \\
\ast & R_4
\end{bmatrix} \geq 0
\]

(3.15)

\[
\begin{bmatrix}
\Psi & \tau_{j-1} \Gamma Q_3 & (\tau_j - \tau_{j-1}) \Gamma Q_4 & d_m \Gamma R_3 & (d_M - d_m) \Gamma R_4 \\
\ast & -Q_3 & 0 & 0 & 0 \\
\ast & \ast & -Q_4 & 0 & 0 \\
\ast & \ast & \ast & -R_3 & 0 \\
\ast & \ast & \ast & \ast & -R_4
\end{bmatrix} < 0
\]

(3.16)

where $\bar{Q}_1 = \text{diag}\{Q_1, 3Q_1\}$, $\tilde{R}_4 = \text{diag}\{R_4, 3R_4\}$ and

\[
\Gamma = \text{col}\{\bar{A}^T, 0, 0, \bar{A}_d^T, 0, 0, 0, 0, \bar{D}^T, \bar{B}^T, 0, 0, 0, 0, 0, 0, 0\}
\]

(3.17)

\[
\Psi =
\begin{bmatrix}
\Psi_{11} & \Psi_{12} & \Psi_{13} & \Psi_{14} & 0 \\
\ast & \Psi_{22} & 0 & \Psi_{24} & \Psi_{25} \\
\ast & \ast & \Psi_{33} & \Psi_{34} & \Psi_{35} \\
\ast & \ast & \ast & \Psi_{44} & 0 \\
\ast & \ast & \ast & \ast & \Psi_{55}
\end{bmatrix}
\]

with

\[
\Psi_{11} = \begin{bmatrix}
\Lambda_{11} & E^TP_2A_f + \bar{A}^T E^TP_2 - E^T L_p C_f \\
\ast & \bar{A}_f^T P_3 + C_f^T C_f
\end{bmatrix},
\]

\[
\Psi_{12} = \bar{A}_f^T P_3 + \bar{A}_d^T Q_3 + \bar{D}^T R_3 + \bar{B}^T Q_4 + \bar{B}^T \tilde{R}_4 \\
\Psi_{13} = \bar{A}_f^T P_2 + \bar{A}_d^T Q_2 + \bar{D}^T R_2 + \bar{B}^T Q_3 + \bar{B}^T \tilde{R}_3 \\
\Psi_{14} = \bar{A}_d^T P_3 + \bar{D}^T R_3 + \bar{B}^T Q_4 + \bar{B}^T \tilde{R}_4
\]

(3.18)
\[\psi_{12} = \begin{bmatrix} -2Q_3 & P_d \bar{A}_d & 0 \\ 0 & P_d^T \bar{A}_d & 0 \end{bmatrix},\]
\[\psi_{13} = \begin{bmatrix} -2R_3 & E^T P_d B_f \bar{C}_P E & 0 \\ 0 & P_d B_f \bar{C}_P E & 0 \end{bmatrix},\]
\[\psi_{14} = \begin{bmatrix} P_1 \bar{D} + E^T P_d B_f \bar{L} & P_1 \bar{B} & 6Q_3 & 6R_3 \\ P_d^T \bar{E}D + P_d B_f \bar{L} & P_d^T \bar{E}B & 0 & 0 \end{bmatrix},\]
\[\psi_{22} = \begin{bmatrix} \Lambda_{33} & \Lambda_{34} & \Lambda_{35} \\ \ast & \Lambda_{44} & \Lambda_{45} \\ \ast & \ast & -Q_2 - 4Q_4 \end{bmatrix},\]
\[\psi_{24} = \begin{bmatrix} 0 & 0 & 6Q_3 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},\]
\[\psi_{25} = \begin{bmatrix} -2S_{13}^T - 2S_{14}^T + 6Q_4 & 0 & 0 & 0 \\ 2S_{13}^T - 2S_{14}^T + 6Q_4 & -2S_{12} - 2S_{14}^T + 6Q_4 & 0 & 0 \\ 0 & 2S_{12} - 2S_{14}^T + 6Q_4 & 0 & 0 \end{bmatrix},\]
\[\psi_{33} = \begin{bmatrix} \Lambda_{66} & \Lambda_{67} & \Lambda_{68} \\ \ast & \Lambda_{77} & \Lambda_{78} \\ \ast & \ast & -R_2 - 4R_4 \end{bmatrix},\]
\[\psi_{34} = \begin{bmatrix} 0 & 0 & 0 & 6R_3 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},\]
\[\psi_{35} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 2S_{23}^T - 2S_{24}^T + 6R_4 & -2S_{22} - 2S_{24}^T + 6R_4 \\ 0 & 0 & 6R_4 & 2S_{22} - 2S_{24} \end{bmatrix},\]
\[\psi_{44} = \text{diag}\{-\Omega_j, -\gamma_j^2 I, -12Q_3, -12R_3\},\]
\[\psi_{55} = \begin{bmatrix} -12Q_4 & 4S_{14} & 0 & 0 \\ \ast & -12Q_4 & 0 & 0 \\ \ast & \ast & -12R_4 & 4S_{24} \\ \ast & \ast & \ast & -12R_4 \end{bmatrix},\]
\[\Lambda_{11} = P_1 \bar{A} + \bar{A}^T P_1^T + Q_1 + R_1 - 4Q_3 - 4R_3 + E^T L_p^T L_p E,\]
\[\Lambda_{33} = -Q_1 + Q_2 - 4Q_4 - 4Q_3,\]
\[\Lambda_{34} = S_{11}^T + S_{12}^T + S_{13}^T + S_{14}^T - 2Q_4,\]
\[\Lambda_{35} = -S_{11}^T + S_{13}^T - S_{12}^T + S_{14}^T,\]
\[\Lambda_{44} = -S_{11} - S_{12} - S_{13} - S_{14} + S_{12}^T + S_{13} + S_{14}^T - 8Q_4,\]
\[\Lambda_{45} = S_{11}^T - S_{13}^T - S_{12}^T + S_{14}^T - 2Q_4,\]
\[\Lambda_{66} = -R_1 + R_2 - 4R_4 - 4R_3,\]
\[ \Lambda_{67} = S_{21}^T + S_{22}^T + S_{23}^T + S_{24}^T - 2R_4, \]
\[ \Lambda_{68} = -S_{21}^T + S_{23}^T - S_{22}^T + S_{24}^T, \]
\[ \Lambda_{77} = -S_{21} - S_{21}^T - S_{23} - S_{23}^T + S_{22} + S_{22}^T + S_{24} + S_{24}^T - 8R_4 + \lambda \bar{C}^T \Omega_{j} \bar{C}, \]
\[ \Lambda_{78} = S_{21}^T - S_{23}^T - S_{22}^T + S_{24}^T - 2R_4, \bar{C} = \text{diag}\{C_p, I\}. \]

**Proof.** Choose the following Lyapunov-Krasovskii functional

\[
V(t) = \xi^T(t)P\xi(t) + V_1(t) + V_2(t)
\]

(3.18)

where

\[
V_1(t) = \int_{t-j-1}^{t} \eta^T(s)Q_1\eta(s)ds + \int_{t-j}^{t-1}\eta^T(s)Q_2\eta(s)ds
\]
\[
+ \tau_j \int_{t-j-1}^{t} \int_{\theta}^{t-j} \eta^T(s)Q_3\eta(s)dsd\theta
\]
\[
+ (\tau_j - t_{j-1}) \int_{t-j}^{t} \int_{\theta}^{t-j-1} \eta^T(s)Q_4\eta(s)dsd\theta
\]
\[
V_2(t) = \int_{t-d_m}^{t} \eta^T(s)R_1\eta(s)ds + \int_{t-d_M}^{t-d_m} \eta^T(s)R_2\eta(s)ds
\]
\[
+ d_m \int_{t-d_m}^{t} \int_{\theta}^{t-d_m} \eta^T(s)R_3\eta(s)dsd\theta
\]
\[
+ (d_M - d_m) \int_{t-d_M}^{t-d_m} \int_{\theta}^{t-d_M} \eta^T(s)R_4\eta(s)dsd\theta
\]

where \( P = [P_1 E^TP_2] > 0, Q_1 > 0, Q_2 > 0, Q_3 > 0, Q_4 > 0, R_1 > 0, R_2 > 0, R_3 > 0, \)
\( R_4 > 0 \) to be determined.

Then, taking the derivative of \( V(t) \) with respect to \( t \) along the trajectory of the
system (3.11) yields

\[
\dot{V}(t) = 2\xi^T(t)P\dot{\xi}(t) + \eta^T(t)(Q_1 + R_1)\eta(t)
\]
\[
- \eta^T(t - \tau_j)Q_2\eta(t - \tau_j) - \eta^T(t - d_M)R_2\eta(t - d_M)
\]
\[
+ \eta^T(t - t_{j-1})(Q_2 - Q_1)\eta(t - t_{j-1}) + \eta^T(t - d_m)(R_2 - R_1)\eta(t - d_m)
\]
\[
+ \eta^T(t)(\tau_j^2 Q_3 + (\tau_j - t_{j-1})^2 Q_4 + d_m^2 R_3 + (d_M - d_m)^2 R_4)\dot{\eta}(t)
\]
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\[
- \tau_{j-1} \int_{t-\tau_{j-1}}^{t} \dot{\eta}^T(\theta)Q_3 \dot{\eta}(\theta) d\theta - (\tau_j - \tau_{j-1}) \int_{t-\tau_j}^{t-\tau_{j-1}} \dot{\eta}^T(\theta)Q_4 \dot{\eta}(\theta) d\theta \\
- d_m \int_{t-d_m}^{t} \dot{\eta}^T(\theta)R_3 \dot{\eta}(\theta) d\theta - (d_M - d_m) \int_{t-d_M}^{t-d_m} \dot{\eta}^T(\theta)R_4 \dot{\eta}(\theta) d\theta
\]

(3.19)

Applying Lemma 3.2, we have

\[
- \tau_{j-1} \int_{t-\tau_{j-1}}^{t} \dot{\eta}^T(\theta)Q_3 \dot{\eta}(\theta) d\theta \leq - \psi_0^T \begin{bmatrix} Q_3 & 0 \\ 0 & 3Q_3 \end{bmatrix} \psi_0
\]

(3.20)

where

\[
\psi_0 = \begin{bmatrix} \eta(t) - \eta(t - \tau_{j-1}) \\ \eta(t) + \eta(t - \tau_{j-1}) - v_0 \end{bmatrix}
\]

with

\[
v_0(t) = \frac{2}{\tau_{j-1}} \int_{t-\tau_{j-1}}^{t} \eta(s) ds.
\]

Applying Lemma 3.2 again, we obtain

\[
-d_m \int_{t-d_m}^{t} \dot{\eta}^T(\theta)R_3 \dot{\eta}(\theta) d\theta \leq - \tilde{\psi}_0^T \begin{bmatrix} R_3 & 0 \\ 0 & 3R_3 \end{bmatrix} \tilde{\psi}_0
\]

(3.21)

where

\[
\tilde{\psi}_0 = \begin{bmatrix} \eta(t) - \eta(t - d_m) \\ \eta(t) + \eta(t - d_m) - \tilde{v}_0 \end{bmatrix}
\]

with

\[
\tilde{v}_0(t) = \frac{2}{d_m} \int_{t-d_m}^{t} \eta(s) ds.
\]

By using Lemma 3.3, it is clear that

\[
- (\tau_j - \tau_{j-1}) \int_{t-\tau_j}^{t-\tau_{j-1}} \dot{\eta}^T(\theta)Q_4 \dot{\eta}(\theta) d\theta \leq 2 \psi_{11}^T S_1 \psi_{12} - \psi_{11}^T \tilde{Q}_4 \psi_{11} - \psi_{12}^T \tilde{Q}_4 \psi_{12}
\]

(3.22)

where $\tilde{Q}_4 = \text{diag}\{Q_4, 3Q_4\}$ and

\[
\psi_{11} = \begin{bmatrix} \eta(t - \tau(t)) - \eta(t - \tau_j) \\ \eta(t - \tau(t)) + \eta(t - \tau_j) - 2v_{11}(t) \end{bmatrix}
\]

\[
\psi_{12} = \begin{bmatrix} \eta(t - \tau_{j-1}) - \eta(t - \tau(t)) \\ \eta(t - \tau_{j-1}) + \eta(t - \tau(t)) - 2v_{12}(t) \end{bmatrix}
\]
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with

\[
\begin{aligned}
  v_{11}(t) &= \frac{1}{\tau_{j} - \tau(t)} \int_{t-\tau(t)}^{t-\tau_{j}} \eta(s)ds \\
  v_{12}(t) &= \frac{1}{\tau(t) - \tau_{j-1}} \int_{t-\tau(t)}^{t-\tau_{j-1}} \eta(s)ds
\end{aligned}
\]

Applying Lemma 3.3 again to obtain

\[
-(d_M - d_m) \int_{t-d_M}^{t-d_m} \tilde{\eta}^T(\theta) R_4 \tilde{\eta}(\theta)d\theta \leq 2\psi_{21}^T S_2 \psi_{22} - \psi_{21}^T \tilde{R}_4 \psi_{21} - \psi_{22}^T \tilde{R}_4 \psi_{22} \quad (3.23)
\]

where $\tilde{R}_4 = \text{diag}\{R_4, 3R_4\}$ and

\[
\begin{aligned}
  \psi_{21} &= \left[ \begin{array}{c}
  \eta(t-d(t)) - \eta(t-d_M) \\
  \eta(t-d(t)) + \eta(t-d_M) - 2v_{21}(t)
  \end{array} \right] \\
  \psi_{22} &= \left[ \begin{array}{c}
  \eta(t-d_m) - \eta(t-d(t)) \\
  \eta(t-d_m) + \eta(t-d(t)) - 2v_{22}(t)
  \end{array} \right]
\end{aligned}
\]

with

\[
\begin{aligned}
  v_{21}(t) &= \frac{1}{d_M - d(t)} \int_{t-d_M}^{t-d(t)} \eta(s)ds \\
  v_{22}(t) &= \frac{1}{d(t) - d_m} \int_{t-d(t)}^{t-d_m} \eta(s)ds
\end{aligned}
\]

Based on (3.7), it is clear that for $t \in \Theta_k$

\[
\left[ \begin{array}{c}
  e_k(t_k^1 h) \\
  \psi(t_k^1 h)
\end{array} \right]^T \Omega_j \left[ \begin{array}{c}
  e_k(t_k^1 h) \\
  \psi(t_k^1 h)
\end{array} \right] < \lambda \left[ \begin{array}{c}
  y_p(t_k^1 h) \\
  \bar{x}(t_k^1 h)
\end{array} \right]^T \Omega_j \left[ \begin{array}{c}
  y_p(t_k^1 h) \\
  \bar{x}(t_k^1 h)
\end{array} \right] \quad (3.24)
\]

Substituting (3.20)-(3.24) into (3.19) yields

\[
V(t) + e^T(t)e(t) - \gamma_j^2 w^T(t)w(t) \leq \zeta^T(t) \Upsilon \zeta(t) \quad (3.25)
\]

where $\zeta(t) = \text{col}\{\eta(t), x_f(t), \eta(t-\tau_{j-1}), \eta(t-\tau(t)), \eta(t-\tau), \eta(t-d_m), \eta(t-d(t))\}$, and

\[
\Upsilon = \Psi + \Gamma \left[ \tau_{j-1}^2 Q_3 + (\tau_j - \tau_{j-1})^2 Q_4 + d_m^2 R_3 + (d_M - d_m)^2 R_4 \right] \Gamma^T
\]

If the matrix inequality in (3.16) is satisfied, then application of the Schur complement gives $\Upsilon < 0$. Thus, there exists a scalar $\sigma > 0$ such that

\[
V(t) + e^T(t)e(t) - \gamma_j^2 w^T(t)w(t) \leq -\sigma \zeta^T(t)\zeta(t) \leq -\sigma \xi^T(t)\xi(t) \quad (3.26)
\]
When \( w(t) \equiv 0 \), from (3.26), it can be seen that
\[
\dot{V}(t) \leq -e^T e(t) - \sigma \xi^T(t) \xi(t)
\]
\[
\leq -\sigma \xi^T(t) \xi(t) < 0, \; \text{for} \; \xi(t) \neq 0
\]  
(3.27)

Therefore, we can conclude that the filtering error system (3.11) with \( w(t) \equiv 0 \) is asymptotically stable.

When \( w(t) \neq 0 \), from (3.26), for any \( t \geq 0 \), we have
\[
\int_0^t -e^T e(s) + \gamma_j^2 w^T(s) w(s) ds \geq V(t) - V(0)
\]  
(3.28)

Under zero initial conditions,
\[
\|e(t)\|_2 < \gamma_j \|w(t)\|_2
\]  
(3.29)

This completes the proof.

\[\square\]

3.4 \( H_\infty \) filter design

It is obvious that in Theorem 3.1, the filtering parameters \( A_f, B_f \) and \( C_f \) are coupled with the Lyapunov matrix \( P \). Hence, we can not obtain the filter parameters directly from Theorem 3.1. In the following, we will provide a method to co-design the filter parameters, the congestion controllers and the event-triggering scheme parameters.

**Theorem 3.2.** For given scalars \( \tau_{j-1}, \tau_j, d_m, d_M, \lambda \in (0, 1) \) and \( \gamma_j > 0 \), the event-triggered filtering problem is solvable, if there exist matrix \( \Omega_j > 0 \), \( (j = 1, \cdots, N) \), \( P_1 > 0, R_i > 0, Q_i > 0 \) (\( i = 1, 2, 3, 4 \)), \( S_1 = [\tilde{S}_{11} \; \tilde{S}_{12}] > 0, \; S_2 = [\tilde{S}_{21} \; \tilde{S}_{22}] > 0, \; W > 0, \; P_1 > E^T W E, \; \hat{A}_f, \; \hat{B}_f \) and \( \hat{C}_f \) such that the following matrix inequalities hold
\[
\begin{bmatrix} \tilde{Q}_4 & S_1 \\ * & \tilde{Q}_4 \end{bmatrix} \geq 0, \quad \begin{bmatrix} \tilde{R}_4 & S_2 \\ * & \tilde{R}_4 \end{bmatrix} \geq 0
\]  
(3.30)
\[
\begin{bmatrix}
\hat{\Psi} & \Gamma_0 & \tau_{j-1} \Gamma_1 Q_3 & (\tau_j - \tau_{j-1}) \Gamma_1 Q_4 & d_m \Gamma_1 R_3 & (d_M - d_m) \Gamma_1 R_4 & \Gamma_2 & \Gamma_3 \\
\star & -I & 0 & 0 & 0 & 0 & 0 & 0 \\
\star & \star & -Q_3 & 0 & 0 & 0 & 0 & 0 \\
\star & \star & \star & -Q_4 & 0 & 0 & 0 & 0 \\
\star & \star & \star & \star & -R_3 & 0 & 0 & 0 \\
\star & \star & \star & \star & \star & -R_4 & 0 & 0 \\
\star & \star & \star & \star & \star & \star & -P_1 & 0 \\
\end{bmatrix} < 0
\]

(3.31)

where \( \hat{Q}_4 = \text{diag}\{Q_4, 3Q_4\} \), \( \hat{R}_4 = \text{diag}\{R_4, 3R_4\} \), and

\[
\begin{align*}
\Gamma_0 &= \text{col}\{-E^T L_p^T, \hat{C}_f^T, 0, \ldots, 0\}, \\
\Gamma_1 &= \text{col}\{A^T, 0, 0, \hat{A}_d^T, 0, 0, 0, 0, 0, \}, \\
\Gamma_2 &= \text{col}\{0, W E, 0, \ldots, 0, \tau_{j-1} Q_3, (\tau_j - \tau_{j-1}) Q_4, d_m R_3, (d_M - d_m) R_4\}, \\
\Gamma_3 &= \text{col}\{0, 0, 0, \hat{B}_1 Y_1^T, 0, 0, 0, 0, \hat{B}_2 Y_2^T, 0, \ldots, 0\},
\end{align*}
\]

(3.32)

with

\[
\hat{\Psi} = \begin{bmatrix}
\hat{\Psi}_{11} & \hat{\Psi}_{12} & \hat{\Psi}_{13} & \hat{\Psi}_{14} & 0 \\
\star & \Psi_{22} & \Psi_{24} & \Psi_{25} & 0 \\
\star & \star & \Psi_{33} & \Psi_{34} & \Psi_{35} & 0 \\
\star & \star & \star & \Psi_{44} & 0 & 0 \\
\end{bmatrix}
\]

\[
\hat{\Psi}_{11} = \begin{bmatrix}
\hat{\Lambda}_{11} & E^T \hat{A}_f + \hat{A}_f^T E^T W^T \\
\star & \hat{A}_f + \hat{A}_f^T \\
\end{bmatrix},
\]

\[
\hat{\Psi}_{12} = \begin{bmatrix}
-2Q_3 & P_1 \hat{A}_d + Y_1 \hat{B}_1 & 0 \\
0 & W^T \hat{A}_d & 0 \\
\end{bmatrix},
\]

\[
\hat{\Psi}_{13} = \begin{bmatrix}
-2R_3 & E^T \hat{B}_f \hat{C}_p E & 0 \\
0 & \hat{B}_f \hat{C}_p E & 0 \\
\end{bmatrix},
\]

\[
\hat{\Psi}_{14} = \begin{bmatrix}
P_1 \hat{D} + E^T \hat{B}_f \hat{L} + Y_2 \hat{B}_2 & P_1 \hat{B} & 6Q_3 & 6R_3 \\
W E \hat{D} + \hat{B}_f \hat{L} & W E \hat{B} & 0 & 0 \\
\end{bmatrix},
\]

\[
\hat{\Lambda}_{11} = P_1 \hat{A} + \hat{A}_P^T P_1^T + Q_1 + R_1 - 4Q_3 - 4R_3,
\]

\[
\hat{B}_1 = \begin{bmatrix}
0 & 0 \\
0 & \hat{B}_1 \\
\end{bmatrix}, \hat{B}_2 = \begin{bmatrix}
0 & 0 \\
0 & \hat{B}_1 \\
\end{bmatrix}, \hat{B}_1 = \text{diag}\{-\frac{\tau_0^2 C_0}{2N^2}, -\frac{\tau_0^2 C_0}{2N^2}\}.
\]
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Moreover, the parameters of the filter for the filtering error system (3.11) are given as

$$ A_f = \hat{A}_f W^{-1}, \quad B_f = \hat{B}_f, \quad C_f = \hat{C}_f W^{-1} \quad (3.33) $$

Proof. Notice that $W > 0$. Then there exists a nonsingular real matrices $P_2$ and a real matrix $P_3 > 0$ such that $W = P_2 P_3^{-1} P_2^T$. Since $P_1 - E^T W E > 0$, we have $P_1 - E^T P_2 P_3^{-1} P_2^T E > 0$, which leads to $P = \begin{bmatrix} P_1 & E^T P_2 \end{bmatrix} > 0$. Denote

$$ A_f = P_2^{-1} \hat{A}_f W^{-1} P_2, \quad B_f = P_2^{-1} \hat{B}_f, \quad C_f = \hat{C}_f W^{-1} P_2 \quad (3.34) $$

Define $J := \text{diag}\{I, P_2 P_3^{-1}, I, \cdots, I\}$ and pre- and post-multiply (3.16) by $J$ and $J^T$, respectively. Applying the Schur complement, and based on Lemma 3.1, one can deduce that the matrix inequality (3.31) implies (3.16). Therefore, if the conditions of Theorem 3.2 are satisfied, then so are the conditions of Theorem 3.1, which means that the filtering error system (3.11) is asymptotically stable with $H_\infty$ performance $\gamma_j$. Finally, we prove the filter matrix parameters $A_f, B_f$ and $C_f$ can be obtained by (3.39). In fact, an observation from (3.34) is that

$$ \begin{bmatrix} A_f & B_f \\ C_f & 0 \end{bmatrix} = \begin{bmatrix} P_2^{-1} & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{A}_f W^{-1} & \hat{B}_f \\ \hat{C}_f W^{-1} & 0 \end{bmatrix} \begin{bmatrix} P_2 & 0 \\ 0 & I \end{bmatrix} $$

Then, it can be concluded that the filter (3.10) with parameters $(A_f, B_f, C_f)$ is algebraically equivalent to the filter (3.10) with the parameters $(\hat{A}_f W^{-1}, \hat{B}_f, \hat{C}_f W^{-1})$, which completes the proof. \hfill \Box

If the network dynamics is not considered, the event-triggered communication scheme proposed in this thesis is no longer available. Nevertheless, we can also present the sufficient condition to design suitable filters to estimate the states of the control system. We first rewrite the corresponding filtering error system as

$$ \begin{cases} \dot{\zeta}(t) = \hat{A}_f \zeta(t) + \hat{E} H_\zeta(t - d(t)) + \hat{B}_c \hat{e}(t \hat{t}_k h) + \hat{B}_w w(t) \\ e(t) = \hat{C}_f \zeta(t) \\ \zeta(\theta) = \text{col}\{x_0, 0\}, \quad \theta \in [-d_M, 0] \end{cases} \quad (3.35) $$
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where

$$\zeta(t) = \text{col}\{x_p(t), x_f(t)\}, \hat{A} = \text{diag}\{A_p, A_f\}, \hat{C} = [L_p\ -C_f],$$

$$\hat{E} = \begin{bmatrix} 0 & \hat{B}_p \\ \hat{B}_f C_p \end{bmatrix}, \hat{B}_w = \begin{bmatrix} B_p \\ 0 \end{bmatrix}, \hat{B}_e = \begin{bmatrix} 0 \\ \hat{B}_f \end{bmatrix}, \hat{H} = [I\ 0].$$

Then, following the line of the proofs of Theorem 3.1 and 3.2, we have the following result.

**Corollary 3.1.** For given scalars $d_m, d_M$, $\lambda \in (0, 1)$ and $\gamma > 0$, the event-triggered filtering problem is solvable, if there exist matrices $\Omega > 0$, $P_1 > 0$, $R_i > 0$ ($i = 1, 2, 3, 4$), $S_2 = [S_{21} S_{22}] > 0$, $W > 0$, $P_1 > W$, $\hat{A}_f$, $\hat{B}_f$ and $\hat{C}_f$ such that the following matrix inequalities hold

$$\begin{bmatrix} \tilde{R}_4 & S_2 \\ * & \tilde{R}_4 \end{bmatrix} \geq 0 \quad (3.36)$$

$$\begin{bmatrix} \chi & \tilde{\Gamma}_0 & d_m \tilde{\Gamma}_1 R_3 & (d_M - d_m) \tilde{\Gamma}_1 R_4 \\ * & -I & 0 & 0 \\ * & * & -R_3 & 0 \\ * & * & * & -R_4 \end{bmatrix} < 0 \quad (3.37)$$

where $\tilde{R}_4 = \text{diag}\{R_4, 3R_4\}$, and

$$\tilde{\Gamma}_0 = \text{col}\{-L_p^T, \hat{C}_f^T, 0, \ldots, 0\},$$

$$\tilde{\Gamma}_1 = \text{col}\{A_p^T, 0, 0, 0, 0, B_p, 0, 0, 0\},$$

$$\chi = \begin{bmatrix} \chi_{11} & \chi_{12} & \chi_{13} & 0 \\ * & \chi_{22} & \chi_{23} & \chi_{24} \\ * & * & \chi_{33} & 0 \\ * & * & * & \chi_{44} \end{bmatrix} \quad (3.38)$$

with

$$\chi_{11} = P_1 A_p + A_p^T P_1^T + R_1 - 4R_3 \begin{bmatrix} \hat{A}_f + A_p^T W^T \\ \hat{A}_f + \hat{A}_f^T \end{bmatrix},$$

$$\chi_{12} = \begin{bmatrix} -2R_3 & \hat{B}_f \hat{C}_p & 0 \\ 0 & \hat{B}_f C_p & 0 \end{bmatrix},$$

$$\chi_{13} = \begin{bmatrix} \hat{C}_f^T \hat{B}_p & 0 \\ \hat{B}_f C_p & 0 \end{bmatrix},$$

$$\chi_{14} = \begin{bmatrix} \hat{C}_f^T \hat{B}_p & 0 \\ \hat{B}_f C_p & 0 \end{bmatrix}.$$
\[ \chi_{13} = \begin{bmatrix} \hat{B}_f & P_1B_p & 6R_3 \\ \hat{B}_f & WB_p & 0 \end{bmatrix}, \]
\[ \chi_{22} = \begin{bmatrix} \vartheta_{33} & \vartheta_{34} & \vartheta_{35} \\ \ast & \vartheta_{44} & \vartheta_{45} \\ \ast & \ast & -R_2 - 4R_4 \end{bmatrix}, \]
\[ \chi_{24} = \begin{bmatrix} 0 & 0 & 6R_3 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \]
\[ \chi_{24} = \begin{bmatrix} -2S_{23}^T - 2S_{24}^T & 6R_4 \\ 2S_{23}^T - 2S_{24}^T + 6R_4 & -2S_{22} - 2S_{24} + 6R_4 \\ 6R_4 & 2S_{22} - 2S_{24} \end{bmatrix}, \]
\[ \chi_{33} = \text{diag}\{-\Omega, -\gamma^2 I, -12R_3\}, \]
\[ \chi_{44} = \begin{bmatrix} -12R_4 & 4S_{24} \\ \ast & -12R_4 \end{bmatrix}, \]
\[ \vartheta_{33} = -R_1 + R_2 - 4R_4 - 4R_3, \]
\[ \vartheta_{34} = S_{21}^T + S_{22}^T + S_{23}^T + S_{24}^T - 2R_4, \]
\[ \vartheta_{35} = -S_{21}^T + S_{23}^T - S_{22}^T + S_{24}^T, \]
\[ \vartheta_{44} = -S_{21} - S_{21}^T - S_{23} - S_{23}^T + S_{22} + S_{22}^T + S_{24} + S_{24}^T - 8R_4 + \lambda C_p^T \Omega C_p, \]
\[ \vartheta_{45} = S_{21}^T - S_{23}^T - S_{23}^T + S_{24}^T - 2R_4. \]

Moreover, the parameters of the filter for the filtering error system (3.35) are given as

\[ A_f = \hat{A}_fW^{-1}, \quad B_f = \hat{B}_f, \quad C_f = \hat{C}_fW^{-1} \] (3.39)

**Proof 3.1.** The proof is omitted due to its similarity to those of Theorem 3.1 and 3.2.

The example in Section 3.5 shows that Corollary 3.1 can achieve less conservative results than some existing ones.

### 3.5 An application to a mechanical system with two masses and two springs

Assume that the plant to be considered is as shown in Figure 3.2, where \( x_1 \) and
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Figure 3.2: A mass-spring system

\[ x_2 \] are the positions of the mass \( m_1 \) and \( m_2 \), respectively; and \( k_1, k_2 \) are spring constants. As specified in [125], \( m_1 = 1, m_2 = 0.5, k_1 = 1, k_2 = 1 \) and the viscous friction coefficient is 0.5. Then the networked system (3.1) with the parameters as

\[
A_p = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-2 & 1 & -0.5 & 0 \\
2 & -2 & 0 & -1
\end{bmatrix},
B_p = \begin{bmatrix}
0 \\
0 \\
1 \\
0
\end{bmatrix},
C_p = \begin{bmatrix}
1 & 0 & 0 & 0
\end{bmatrix},
\]

(3.40)

and \( L_p \) is chosen as \( L_p = [0.1 \ 0.1 \ 0.1 \ 0.1] \).

In this application, we assume that the data is transmitted over a low speed network, with the TCP/AQM communication network’s parameters chosen as in Table 3.1.

<table>
<thead>
<tr>
<th>TCP session number ( N )</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link capacity ( C )</td>
<td>5000 packets/second</td>
</tr>
<tr>
<td>Round trip time ( \tau_0 )</td>
<td>0.2s</td>
</tr>
<tr>
<td>Propagation delay ( T_p )</td>
<td>0.1s</td>
</tr>
<tr>
<td>Queue size ( q_0 )</td>
<td>500 packets</td>
</tr>
<tr>
<td>Window size ( W_0 )</td>
<td>25 packets</td>
</tr>
<tr>
<td>Probability of packet mark ( p_0 )</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

In this network environment, we choose the sampling period \( h = 0.2s \). We decompose the delay interval \([0.1 \ 0.64]\) into 7 subintervals. Then employing Theorem 3.2, we obtain the 7 sets of the online scheduling parameters as in Table 3.2

The parameters for the online filter \( F_j, (j = 1, \cdots, 7) \) can be obtained by em-
ploying Theorem 3.2. These parameters are as

\[ A^1_f = \begin{bmatrix} -0.0296 & 0.0417 & 0.0614 & -0.0075 \\ -0.0084 & -0.0212 & -0.0426 & 0.0201 \\ -0.0465 & 0.0119 & -0.0203 & 0.0133 \\ 0.0292 & -0.0428 & -0.0311 & -0.0134 \end{bmatrix}, \]

\[ B^1_f = \text{col}\{-0.0081 - 0.0010 - 0.0006 - 0.0004\}, \]

\[ C^1_f = \begin{bmatrix} -0.1983 & -0.0920 & -0.1876 & -0.0953 \end{bmatrix}. \]

\[ A^2_f = \begin{bmatrix} -0.0217 & 0.0272 & 0.0415 & -0.0039 \\ -0.0073 & -0.0149 & -0.0282 & 0.0134 \\ -0.0361 & 0.0071 & -0.0167 & 0.0075 \\ 0.0171 & -0.0288 & -0.0199 & -0.0111 \end{bmatrix}, \]

\[ B^2_f = \text{col}\{-0.0082 - 0.0012 - 0.0006 - 0.0007\}, \]

\[ C^2_f = \begin{bmatrix} -0.1936 & -0.0880 & -0.1787 & -0.0924 \end{bmatrix}. \]

\[ A^3_f = \begin{bmatrix} -0.0245 & 0.0326 & 0.0489 & -0.0050 \\ -0.0079 & -0.0172 & -0.0336 & 0.0157 \\ -0.0400 & 0.0089 & -0.0180 & 0.0096 \\ 0.0213 & -0.0338 & -0.0241 & -0.0119 \end{bmatrix}, \]

\[ B^3_f = \text{col}\{-0.0081 - 0.0011 - 0.0006 - 0.0006\}, \]

\[ C^3_f = \begin{bmatrix} -0.1961 & -0.0897 & -0.1829 & -0.0934 \end{bmatrix}. \]
$C^4_j = \begin{bmatrix} -0.1961 & -0.0897 & -0.1829 & -0.0934 \end{bmatrix}$.

$A^5_j = \begin{bmatrix} -0.0216 & 0.0278 & 0.0423 & -0.0041 \\ -0.0080 & -0.0148 & -0.0285 & 0.0139 \\ -0.0369 & 0.0075 & -0.0166 & 0.0080 \\ 0.0172 & -0.0291 & -0.0202 & -0.0110 \end{bmatrix}$.

$B^5_j = \text{col}\{-0.0082, -0.0011, -0.0006, -0.0006\}$.

$C^5_j = \begin{bmatrix} -0.1930 & -0.0884 & -0.1783 & -0.0920 \end{bmatrix}$.

$A^6_j = \begin{bmatrix} -0.0265 & 0.0369 & 0.0547 & -0.0054 \\ -0.0088 & -0.0188 & -0.0374 & 0.0172 \\ -0.0428 & 0.0097 & -0.0189 & 0.0112 \\ 0.0241 & -0.0375 & -0.0277 & -0.0123 \end{bmatrix}$.

$B^6_j = \text{col}\{-0.0079, -0.0010, -0.0006, -0.0005\}$.

$C^6_j = \begin{bmatrix} -0.1979 & -0.0907 & -0.1854 & -0.0939 \end{bmatrix}$.

$A^7_j = \begin{bmatrix} -0.0290 & 0.0422 & 0.0619 & -0.0069 \\ -0.0099 & -0.0208 & -0.0423 & 0.0200 \\ -0.0469 & 0.0116 & -0.0200 & 0.0135 \\ 0.0284 & -0.0427 & -0.0318 & -0.0130 \end{bmatrix}$.

$B^7_j = \text{col}\{-0.0078, -0.0009, -0.0006, -0.0004\}$.

$C^7_j = \begin{bmatrix} -0.1979 & -0.0923 & -0.1887 & -0.0960 \end{bmatrix}$.

Based on the network dynamics and by employing Theorem 3.2, the weighting matrices under the online scheduling strategy can be obtained as

$\Omega_1 = \begin{bmatrix} 0.0801 & -0.0005 & -0.0000 \\ -0.0005 & 0.4396 & -0.0084 \\ -0.0000 & -0.0084 & 0.0008 \end{bmatrix}$, $\Omega_2 = \begin{bmatrix} 0.0676 & -0.0003 & -0.0000 \\ -0.0003 & 0.2410 & -0.0047 \\ -0.0000 & -0.0047 & 0.0005 \end{bmatrix}$,

$\Omega_3 = \begin{bmatrix} 0.0723 & -0.0004 & -0.0000 \\ -0.0004 & 0.3127 & -0.0061 \\ -0.0000 & -0.0061 & 0.0006 \end{bmatrix}$, $\Omega_4 = \begin{bmatrix} 0.0707 & -0.0003 & -0.0000 \\ -0.0003 & 0.3012 & -0.0059 \\ -0.0000 & -0.0059 & 0.0005 \end{bmatrix}$,

$\Omega_5 = \begin{bmatrix} 0.0661 & -0.0003 & -0.0000 \\ -0.0003 & 0.2392 & -0.0047 \\ -0.0000 & -0.0047 & 0.0005 \end{bmatrix}$, $\Omega_6 = \begin{bmatrix} 0.0728 & -0.0004 & -0.0000 \\ -0.0004 & 0.3756 & -0.0073 \\ -0.0000 & -0.0073 & 0.0007 \end{bmatrix}$. 
\[ \Omega_7 = \begin{bmatrix} 0.0754 & -0.0006 & -0.0000 \\ -0.0006 & 0.3660 & -0.0062 \\ -0.0000 & -0.0062 & 0.0008 \end{bmatrix}. \]

Under the proposed scheduling strategy, the sampled measurement outputs \((SN, t_kh, y(t_kh), \tilde{x}(t_kh))\) of the networked system (3.1) are scheduled as shown in Table 3.3.

<table>
<thead>
<tr>
<th>SN</th>
<th>( t_kh )</th>
<th>( y(t_kh) )</th>
<th>( \tilde{x}(t_kh) )</th>
<th>Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1h</td>
<td>0.0200</td>
<td>[10.00, -500.0] ( T )</td>
<td>( F_1 )</td>
</tr>
<tr>
<td>S2</td>
<td>2h</td>
<td>0.0731</td>
<td>[20.00, 336.3] ( T )</td>
<td>( F_3 )</td>
</tr>
<tr>
<td>S3</td>
<td>3h</td>
<td>0.2428</td>
<td>[26.37, 891.0] ( T )</td>
<td>( F_5 )</td>
</tr>
<tr>
<td>S4</td>
<td>4h</td>
<td>0.3116</td>
<td>[28.45, 1202] ( T )</td>
<td>( F_6 )</td>
</tr>
<tr>
<td>S5</td>
<td>9h</td>
<td>0.2389</td>
<td>[15.79, 1009] ( T )</td>
<td>( F_6 )</td>
</tr>
<tr>
<td>S6</td>
<td>10h</td>
<td>0.1995</td>
<td>[10.83, 78.78] ( T )</td>
<td>( F_5 )</td>
</tr>
<tr>
<td>S7</td>
<td>11h</td>
<td>0.1553</td>
<td>[7.440, 563.6] ( T )</td>
<td>( F_4 )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>S10</td>
<td>19h</td>
<td>0.0627</td>
<td>[0.0368, 1.992] ( T )</td>
<td>( F_2 )</td>
</tr>
</tbody>
</table>

Given the above filters and the initial conditions of the system as \( x_p(0) = \text{col}\{0.02, -0.02, 0.02, -0.02\} \) and \( w(t) = 5e^{-t^2}\sin(3\pi t) \), the evolution of the filtering error signals are shown in Figure 3.3. The sampling, releasing and arriving instants of the transmitted data are illustrated in Figure 3.4. The network dynamics are shown in Figure 3.5.

On the other hand, in the time interval \([0, 10s]\), the number of sampled data packets is 50, while under the Information Dispatching Middleware, only 16 packets are transmitted to the filter. Then it can be seen from the above results that in this network environment, the measurement outputs are effectively scheduled by the proposed Information Dispatching Middleware framework. To be specific, nearly 32% of communication resources are saved. Moreover, the released packages are transmitted by the congestion module under the allowable transmission network-induced delay interval. Furthermore, the middleware framework parameters are set and suitable \( H_\infty \) filters are designed on the basis of network dynamics.
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Figure 3.3: Estimation error $e(t)$ with the event-triggered scheme

Figure 3.4: Sampling, releasing, arriving instants and network-induced delays
In order to compare with some existing results, we consider the case that the communication network is given in advance. Thus, it is assumed that the network dynamics is not considered in the filters design. For various $\lambda$, we calculate the minimum $H_\infty$ performance level $\gamma_{\text{min}}$ of $\gamma > 0$ using Corollary 3.1, and the obtained results are listed in Table 3.4, from which one can see clearly that Corollary 3.1 in this thesis outperforms the ones in [71].

Table 3.4: Minimum values of $\gamma$ for different $\lambda$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>[71]</td>
<td>0.3341</td>
<td>0.3597</td>
<td>0.3772</td>
<td>0.3890</td>
<td>0.3972</td>
</tr>
<tr>
<td>Corollary 3.1</td>
<td>0.1891</td>
<td>0.1933</td>
<td>0.1962</td>
<td>0.1983</td>
<td>0.2001</td>
</tr>
</tbody>
</table>

3.6 Conclusion

In this chapter, event-triggered $H_\infty$ filtering for networked systems has been investigated by taking network dynamics into account. An Information Dispatching Mid-
dleware has been constructed to establish a novel framework for networked systems, where two modules, namely the Information Selection Module and the Congestion Avoidance Module, are introduced. An online scheduling strategy has been proposed based on this framework. Then, the filtering error system based on network dynamics has been formulated as a system with two time-varying delays. By using Lyapunov-Krasovskii functional theory, a sufficient condition to ensure stability and to guarantee the prescribed $H_\infty$ noise attenuation performance for the filtering error system has been derived. Based on the condition, the codesign method of the online filter and network congestion controllers has been proposed in terms of a set of linear matrix inequalities. Finally, a mechanical system with two masses and two springs has been used to illustrate the merits and effectiveness of the method proposed in this chapter.
Chapter 4

Network dynamic-based $H_{\infty}$ control of large-scale distributed networked systems

4.1 Introduction

Distributed networked systems consist of several coupled subsystems that are geographically distributed and spatially connected through communication networks. There are a number of applications of this kind of system, for example, electrical power grid and transportation networks. In such large-scale systems, a group of physical distributed systems transmit data through a shared communication network. The introduction of a communication network provides several advantages such as cost effectiveness and ease of installation and maintenance, as previously described in Chapter 1. However, due to the limited network resources and the characteristics of large-scale systems, the analysis and control of distributed networked systems are significantly different from those of traditional control systems. Several results on analysis and design of distributed networked systems have been reported in the literature, see, e.g. [133], [134], [135] and the references therein.

For large-scale systems, there are three main control strategies: centralised control, decentralised control and distributed control. The centralised strategy requires the measurement outputs of all subsystems to be collected and transmitted to a
centralised controller simultaneously in order to execute the tasks [136]. Moreover, the centralised strategy requires a very powerful communication network in order to transmit all the measurement outputs at the same time. To integrate these problems, decentralised architectures have been proposed. In a decentralised architecture, a controller is assigned to each subsystem through a communication network so that tasks can be executed based on local measurements. With this strategy, there is no signal transferred between different local controllers [137]. However, in some situations, while most of the signals are collected locally, some signals still need to be transmitted between the controllers to maintain the performance of the overall system. In this case, a distributed control strategy is preferable, in which the performance of the system is preserved while the burden on the communication network is reduced compared to the centralised strategy.

For efficient utilisation of limited network resources, it is important to introduce an event-triggered transmission scheme into the control of large-scale distributed systems to reduce some unnecessary transmissions. A big challenge in introducing the event-triggered scheme into a distributed control system is the asynchronous transmission of each subsystem, which makes the design of the event-triggered thresholds much more complicated than in the centralised case. To deal with this problem, several results have been reported in the literature. In [7] and [138], decentralised event-triggered feedback schemes are proposed in order to analyse the asymptotical stability of the linear and nonlinear systems, respectively. Based on a centralised approach, an event-triggered scheme is introduced into sensor-actuator networks [139], where the measurement error of the full system state is upper bounded by the centralised event-triggered threshold. This requires the measurement of all the subsystems to be transmitted to the central controller synchronously. More recently, an event-triggered scheme for distributed control systems is developed in [7], [51], [52]. In these results, the current state of the subsystem is sampled and released for trans-
mission only if the local measurement error of the subsystem state exceeds a specified threshold. It should be pointed out that the results mentioned above require the states to be measured continuously. In these schemes, extra hardware is needed to detect the violation of the event-triggered condition. In addition, due to the continuous detection, a nonzero minimum inter-event time needs to be guaranteed for each sensor node to avoid the \textit{Zeno} phenomenon. In practice, when communication networks take place over large-scale control systems, the data is transmitted in discrete packets. Therefore, when the data for each subsystem is detected at discrete sampling instants, hardware is not needed and the \textit{Zeno} phenomenon is avoided.

In this chapter, we propose a distributed discrete event-triggered scheme where each subsystem triggers data asynchronously, which is different from synchronous transmission as studied in [139]. Although it brings difficulties in system modelling and analysis, asynchronous transmission can increase the flexibility and ease the implementation. In this chapter, a framework for large-scale systems in network environments is developed. In this framework, an Information Dispatching Middleware is invoked to schedule the sampled data by using the Information Selection Module and the Congestion Avoidance Module. The Information Selection Module contains an event-triggered scheme, which considers both the subsystem alert and network dynamics. It provides a tradeoff to balance networked system performance and network resources utilisation. In the Congestion Avoidance Module, the released packets are scheduled by congestion avoidance within the allowable network-induced delay. To achieve such a tradeoff, both the networked system and network dynamics are modelled in the Information Dispatching Middleware, which hides the low level details and reduces the engineers’ burden. The parameters of the middleware and the controllers are codesigned by solving a set of linear matrix inequalities (LMIs). The design method is applied to a quadruple-tank process to illustrate the effectiveness of the proposed framework.
4.2 Modelling and problem formulation

4.2.1 A framework for a distributed networked system

Consider a large-scale distributed system, which consists of $N$ coupled linear time-invariant subsystems described by

\[
\begin{align*}
\dot{x}_i(t) &= A_{ii}x_i(t) + B_i u_i(t) + \sum_{j \in \mathcal{N}_i} A_{ij} x_j(t) + B_i^w w_i(t) \\
y_i(t) &= C_i x_i(t) \\
x_i(0) &= x_i^0,
\end{align*}
\]

(4.1)

where $x_i(t) \in \mathbb{R}^{n_i}$ is the state vector of subsystem $i$; $u_i(t) \in \mathbb{R}^{m_i}$ is the control input; $w_i(t) \in \mathbb{R}^q$ is the exogenous disturbance, which belongs to $L_2[0, +\infty)$; $y_i(t) \in \mathbb{R}^{s_i}$ is the measurement output vector; matrices $A_i$, $A_{ij}$, $B_i$, $B_i^w$ and $C_i$ are known real matrices with appropriate dimensions; and $\phi_i$ is the initial condition.

The objective of this chapter is to control the distributed system (4.1) with remotely distributed controllers by employing an event-triggered scheme. It should be recalled that for existing event-triggered methods, most of them only consider the stability or the performance of the control system, while few of them consider the dynamics of the communication network, which is important for the control of distributed networked systems. In this chapter, we focus on the event-triggered distributed control for large-scale systems taking into account network dynamics, as shown in Figure 4.1.

The Information Dispatching Middleware illustrated in Figure 4.1 consists of two modules. One is the Information Selection Module; the other is the Congestion Control Module. In the Information Selection Module, there are two devices called a signal-receiver and an event-generator to deal with the received signals from distributed sensors, as shown in Figure 4.2. Between the signal-receiver and the event-generator, there are several event-detectors for different sensors to select the “needed” signal to be transmitted under some level of threshold $\lambda$, which determines the number of transmitted data and guarantees the prescribed performance...
4.2. MODELLING AND PROBLEM FORMULATION

Figure 4.1: A framework for a distributed control system

of the distributed large-scale system.

Figure 4.2: The Information Selection Module

More specifically, for the event-detector $i$, the main task is to select the “needed” sampled data to be transmitted from sensor $i$ to the corresponding distributed controller $u_i(t)$ by using a predefined event-triggered scheme. The event-detector $i$ receives not only the sampled data $x_i(sh)$ of sensor $i$, but also the network dynamics $\dot{x}(sh)$, with a constant period $h > 0$ under some form of network time synchronisation mechanism. The set of sampled instants can be represented by $\{sh|s \in \mathbb{N}\}$;
the set of released instants \( \{t_{k_l}h | t_{k_l} \in \mathbb{N} \} \) is a subset of the sampled instants and we define \( t_{k_l}^i h = t_{k_l}h + lh \) as the corresponding following sampled instants for the released instant \( t_{k_l}^i h, \) with \( l = 0, \ldots, L_{k_l}, L_{k_l} = t_{k_l+1} - t_{k_l} \) when \( l = 0, t_{k_l}^i h = t_{k_l}h; \)
\( l = L_{k_l}, t_{k_l}^i h = t_{k_l+1}h. \)

The measurement state error \( e_i(t_{k_l}^i h) \) of the sensor node \( i \) between the latest transmitted data \( x_i(t_{k_l}h) \) and the corresponding sampled data \( x_i(t_{k_l}^i h) \) can be calculated as

\[
e_i(t_{k_l}^i h) = x_i(t_{k_l}^i h) - x_i(t_{k_l}h).
\]

In event-detector \( i, \) the event-triggered comparator to check if the current data should be transmitted, is given by

\[
\begin{bmatrix}
e_i(t_{k_l}^i h) \\
\psi_i(t_{k_l}^i h)
\end{bmatrix}^T \Omega_i
\begin{bmatrix}
e_i(t_{k_l}^i h) \\
\psi_i(t_{k_l}^i h)
\end{bmatrix} \geq \lambda(\tilde{\gamma}) \begin{bmatrix} x_i(t_{k_l}^i h) \\
\tilde{x}(t_{k_l}^i h)
\end{bmatrix}^T \Omega_i \begin{bmatrix} x_i(t_{k_l}^i h) \\
\tilde{x}(t_{k_l}^i h)
\end{bmatrix}
\]

(4.3)

where \( x_i(t_{k_l}^i h), \tilde{x}(t_{k_l}^i h), e_i(t_{k_l}^i h) \) and \( \psi_i(t_{k_l}^i h) \) are the state of subsystem \( i \) at the instant \( t_{k_l}^i h, \) the state of network dynamics at the instant \( t_{k_l}^i h, \) the state error of subsystem \( i \) at the instant \( t_{k_l}^i h, \) and the dynamic priority evaluation function of subsystem \( i \) at the instant \( t_{k_l}^i h, \) respectively; and \( \lambda(\tilde{\gamma}) \) is a function of the communication network performance index \( \tilde{\gamma} \) to determine whether or not the sampled state \( x_i(t_{k_l}^i h) \) should be packaged and transmitted. The network dynamics \( \tilde{x}(t_{k_l}^i h), \) the dynamic priority evaluation function \( \psi_i(t_{k_l}^i h) \) and the communication network performance index \( \tilde{\gamma} \) are provided by the Congestion Control Module.

**Remark 4.1.** In contrast to the event-triggered conditions in [70], [125], [140], the proposed event-triggered comparator in the Information Selection Module not only considers the state error \( e_i(t_{k_l}^i h) \) of the sensor node \( i \) between the latest transmitted data \( x_i(t_{k_l}h) \) and the following sampled data \( x_i(t_{k_l}^i h) \), but also is concerned with the dynamic priority evaluation \( \psi_i(t_{k_l}^i h) \) and the network dynamics \( \tilde{x}(t_{k_l}^i h), \) which shows the coordination between the Information Selection Module and the Congestion
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Avoidance Module. Moreover, the transmitted packet is evaluated by \( \psi_i(t_k^i, h) \) based on its importance or significance, then the packets are assigned their own priority to access the communication network.

The selected sampled data \( x_i(t_k^i, h) \) is packaged as \((SN, t_{k+1}, x_i(t_{k+1}, h), \tilde{x}(t_{k+1}, h))\) and transmitted through the communication network. \( t_0h \) is the initial released instant and the next transmission instant of the sensor node \( i \) can be expressed as

\[
t_{k+1} = t_k + \inf \{lh | f_i(t_k^i, h) \geq 0, \ i = 1, \ldots, N \}.
\]

(4.4)

where

\[
f_i(t) = [\psi_i(t)]^T \Omega_i[\psi_i(t)] - \lambda(\tilde{\gamma})(\tilde{\psi}(t))^T \Omega_i(x(t)).
\]

Remark 4.2. An important parameter in the proposed event-triggered comparator is \( \lambda(\tilde{\gamma}) \), which reflects the level at which the packets are released by the Information Select Module. The relationship between the parameter \( \lambda \) and the \( H_\infty \) performance index \( \tilde{\gamma} \) of the communication network is established, and a codesign method is provided in Section 4.3 to show how to determine the parameter \( \lambda(\tilde{\gamma}) \) based on the prescribed \( H_\infty \) performance index \( \tilde{\gamma} \).

In the Congestion Avoidance Module, network dynamics of a shared TCP/IP communication network and the network performance which shows the quality of the service (QoS) can be formulated as a nonlinear fluid-flow model by using a stochastic differential equation analysis approach [102]. As discussed in Chapter 2, a generalised fluid-flow model of TCP/AQM communication networks for large-scale distributed systems can be described as

\[
\begin{cases}
\dot{x}(t) = A\dot{x}(t) + A_x\dot{x}(t-\tau(t)) + B_1\ddot{u}_1(t-\tau(t)) + B_2\ddot{u}_2(t) + D\dot{v}(t) + B_w\dot{w}(t) \\
\dot{y}(t) = H\dot{x}(t)
\end{cases}
\]

(4.5)

where \( x(t) \in \mathbb{R}^2, \ddot{u}_1(t) \in \mathbb{R}^1, \ddot{u}_2(t) \in \mathbb{R}^1, \dot{v}(t) \in \mathbb{R}^2, \dot{w}(t) \in \mathbb{R}^2 \) represent the internal state of the network, the internal control input for the network, the external control strategy for the network, the short-lived information need to be transmitted, and the
external disturbance of the IP-based communication network, such as a birth-and-death process of introducing short-lived http flows into the router, which belongs to $L_2[0, \infty)$, with $\hat{H} = [0 \ 1]$, 

$$\hat{A} = \begin{bmatrix} -\frac{N}{\tau_0 C_0} & -\frac{1}{\tau_0 C_0} \\ \frac{1}{\tau_0} & \frac{1}{\tau_0} \end{bmatrix}, \quad \hat{A}_d = \begin{bmatrix} -\frac{N}{\tau_0 C_0} & 0 \\ 0 & -\frac{1}{\tau_0} \end{bmatrix},$$

$$\tilde{B}_1 = \begin{bmatrix} \frac{\tau_0}{2N^2} \\ 0 \end{bmatrix}, \quad \tilde{B}_2 = \begin{bmatrix} \frac{\tau_0}{2N^2} \\ 0 \end{bmatrix},$$

$$\tilde{D} = \begin{bmatrix} \frac{\tau_0-T_p}{\tau_0 C_0} & -\frac{\tau_0-T_p}{\tau_0 C_0} \\ \frac{\tau_0-T_p}{\tau_0} & 0 \end{bmatrix}, \quad \tilde{B}_w = \begin{bmatrix} \frac{\tau_0-T_p}{\tau_0 C_0} & -\frac{\tau_0-T_p}{\tau_0 C_0} \\ \frac{\tau_0-T_p}{\tau_0} & 0 \end{bmatrix}.$$

It is assumed that the pair $(\tilde{A}, \tilde{B}_1)$ is controllable and the pair $(\tilde{A}, \tilde{H})$ is observable.

One of the purposes of the Congestion Avoidance Module is to design control laws such that the communication network system (4.5) has a prescribed $H_\infty$ performance $\tilde{\gamma}$, that is

1) the system (4.5), with $\tilde{w}(t) \equiv 0$ is asymptotically stable; and

2) the $H_\infty$ performance $\|\tilde{y}\|_2 < \tilde{\gamma}\|\tilde{w}(t)\|_2$ is guaranteed for all nonzero $\tilde{w}(t) \in L_2[0, \infty)$.

The $\tilde{\gamma}$ is employed to design the threshold $\lambda(\tilde{\gamma})$ for the event-triggered scheme in the Information Selection Module, which is presented in Section 4.3.

**Remark 4.3.** One of the purposes of introducing the Congestion Avoidance Module is to control the network dynamics approaching the equilibrium point of the network states and to avoid the queue size exceeding the maximum queue size $q_M = (\tau_M - \tau_P)C_0$ in the fluid-flow model. This means that the released packets are transmitted via some form of TCP/IP communication network within an allowable time delay.

In this chapter, the released data is transmitted in the TCP/IP communication network, which means that the data packets released by the generator can be successfully transmitted to the ZOH without becoming disordered, while the network-induced delays are unavoidable. Considering the effects of the communication network, for the transmitted data $x_i(t_k, h)$, it is assumed that the fluid-flow network...
introduces a communication delay $\tau(t_k, h) = \frac{q(t_k, h)}{C_0} + T_p$, in which the link capacity $C_0$ is fixed with $\tau_m \leq \tau(t_k, h) \leq \tau_M$, $k_i \in \mathbb{N}$. $\tau_m$ is the fixed propagation delay $T_p$; $\tau_M$ is the maximum allowable transmission network-induced delay. When the packet $(SN_i, t_k, h, x_i(t_k, h), \tilde{x}(t_k, h))$ reaches the distributor at $t_k, h + \tau(t_k, h)$, the packet is unpacked, then the data $x_i(t_k, h)$ is released to the corresponding controller $u_i(t)$, and its ZOH keeps the data available until the new data arrives at $t_{k_i+1} h + \tau(t_{k_i+1} h)$.

The holding zone of the ZOH is $[t_k, h + \tau(t_k, h), t_{k_i+1} h + \tau(t_{k_i+1} h)) = \bigcup_{l=0}^{L_{k_i}-1} \Theta_{k_i}^l$, where

$$\Theta_{k_i}^l = [t_{k_i}^l, h + \tau(t_{k_i}^l, h), t_{k_i}^{l+1} h + \tau(t_{k_i}^{l+1} h)] \quad (4.6)$$

with $t_{k_i}^l, h = t_k, h + lh$, ($l = 1, 2, \cdots, L_{k_i}$). $\tau(t_{k_i}^l, h)$ can be chosen while keeping the right order of the start-point and the end-point of the $\Theta_{k_i}^l$.

In this chapter, a novel method is proposed to package the “needed” sampled signals to be transmitted through communication networks. At some sampled instants, if the judgement condition in any of the event-detectors is violated, the sampled signals released from the event-generator are packaged into one uni-packet as $(SN, t_k h, x_i(t_k h), x_j(t_k h), \cdots, \tilde{x}(t_k h))$ and then released to the communication network.

Figure 4.3 shows how the Information Selection Module works and how the distributor on the other side updates the stores of the distributed controllers. For example, at instant $t_k h$, the event-detector 2 and the event-detector $\mathcal{N}$’s judgement conditions are violated and these two sampled signals are triggered. Then the event-generator packages these two signals into a uni-packet as $(SN, t_k h, x_2(t_k h), x_N(t_k h)), \tilde{x}(t_k h))$. When the distributor receives this uni-packet and unpacks it, the stores of the ZOHs for both the controller 2 and controller $\mathcal{N}$ are updated.

For the distributed system, a set of sampled instants is chosen as $\{t_k^l h | t_k^l \in \mathbb{N}\}$ and the set of released instants of the event-generator as $\{t_k h | k \in \mathbb{N}\}$. The corresponding sampled instants for the released instant $t_k h$ are $t_{k_i}^l, h = t_k, h + lh$, with
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Figure 4.3: The uni-packet and actuator update

$l = 0, \ldots, L, \ L = t_{k+1} - t_k$ when $l = 0, t^l_k h = t_k h; \ l = L, t^L_k h = t_{k+1} h$. $t_0 h$ is set as the initial released instant of the uni-packet. The next transmission instant for the distributed system can be derived as

$$t_{k+1} h = t_k h + \inf_{l \geq 1} \{ lh | \forall f_i (t^l_k h) \geq 0 \}. \quad (4.7)$$

The holding zone of the distributor is $\bigcup_{k=0}^{\infty} [t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)) = \bigcup_{k=0}^{L-1} \bigcup_{l=0}^{L-1} \Theta^l_k$, where $\Theta^l_k = [t^l_k h + \tau(t^l_k h), t^{l+1}_k h + \tau(t^{l+1}_k h))$. By introducing an artificial time delay $d(t) = t - t^l_k h, \ t \in \Theta^l_k$, from (4.2), we obtain

$$x_i(t_k h) = x_i(t - d(t)) - e_i(t^l_k h) \quad (4.8)$$

where $d(t)$ is a piecewise function satisfying $d_m \leq d(t) \leq d_M$, with $d_m = \tau_m$ and $d_M = h + \tau_M$. Based on (4.4), it is clear that for $t \in \Theta^l_k$

$$\begin{bmatrix} e_i(t^l_k h) \\ \psi_i(t^l_k h) \end{bmatrix}^T \Omega_i \begin{bmatrix} \bar{e}_i(t^l_k h) \\ \bar{\psi}_i(t^l_k h) \end{bmatrix} < \lambda(\bar{\gamma}) \begin{bmatrix} x_i(t^l_k h) \\ \bar{x}(t^l_k h) \end{bmatrix}^T \Omega_i \begin{bmatrix} x_i(t^l_k h) \\ \bar{x}(t^l_k h) \end{bmatrix}. \quad (4.9)$$
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Under the event-triggered scheme, the expression of $u_i(t)$ can be described as

$$u_i(t) = K_i(x_i(t_k) + \sum_{j \in N_i} a^c_{ij} x_j(t_k))$$

$$= K_i(x_i(t_k^h) - e_i(t_k^h) + \sum_{j \in N_i} a^c_{ij} (x_j(t_k^h) - e_j(t_k^h)))$$  \hspace{1cm} (4.10)

where $a^c_{ij}$ is a weighted adjacency between $x_i(t)$ and $x_j(t)$.

4.2.2 The closed-loop of the distributed $H_\infty$ control system

From the previous analysis, the closed-loop of the distributed system based on the proposed framework with Information Dispatching Middleware can be modelled as a time-delay system.

For the subsystem $i$, from (4.1) and (4.10), we obtain

$$\dot{x}_i = A_i x_i + \sum_{j \in N_i} A_{ij} x_j + B_i K_i [x_i(t_k^h) + \sum_{j \in N_i} a_{ij}(x_j(t_k^h) - e_j(t_k^h))]$$

$$- B_i K_i [e_i(t_k^h) + \sum_{j \in N_i} a_{ij} e_j(t_k^h)] + B_i w_i(t)$$  \hspace{1cm} (4.11)

Therefore, under the proposed scheduling middleware, the large-scale distributed networked system can be expressed as

$$\begin{cases} 
\dot{x}(t) &= A x(t) + B K A^c x(t - d(t)) \\
& - B K A^c e(t - d(t)) + B w(t) \\
y(t) &= C x(t), \quad t \in \Theta_k^l \end{cases}$$  \hspace{1cm} (4.12)

where

$$x(t) = \text{col}\{x_1(t), x_2(t), \cdots, x_{N'}(t)\},$$

$$e(t - d(t)) = \text{col}\{e_1(t - d(t)), e_2(t - d(t)), \cdots, e_{N'}(t - d(t))\},$$

$$w(t) = \text{col}\{w_1(t), w_2(t), \cdots, w_{N'}(t)\},$$

with

$$A = \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1N'} \\
A_{21} & A_{22} & \cdots & A_{1N'} \\
\vdots & \vdots & \ddots & \vdots \\
A_{N'1} & A_{N'2} & \cdots & A_{NN'} \end{bmatrix}, A^c = \begin{bmatrix} 1 & a_{12} & \cdots & a_{1N'} \\
a_{21} & 1 & \cdots & a_{1N'} \\
\vdots & \vdots & \ddots & \vdots \\
a_{N'1} & a_{N'2} & \cdots & 1 \end{bmatrix},$$
\[ B = \text{diag}\{B_1, B_2, \cdots, B_N\}, \quad B_w = \text{diag}\{B^1_w, B^2_w, \cdots, B^N_w\}, \]

\[ K = \text{diag}\{K_1, K_2, \cdots, K_N\}, \quad C = \text{diag}\{C_1, C_2, \cdots, C_N\}. \]

In the proposed framework, \(\psi(t_i^k h)\) is the dynamic priority evaluation of subsystem \(i\) for the network QoS adaptation mechanism at the instant \(t_i^k h\). By using the Congestion Avoidance Module, the fluid-flow model for TCP/AQM communication network becomes

\[
\begin{align*}
\dot{x}(t) &= \tilde{A}x(t) + \tilde{A}_d x(t - \tau(t)) + \tilde{B}_1 \tilde{K}_1 x(t - \tau(t)) \\
&\quad + \tilde{B}_2 \tilde{K}_2 \psi(t_i^k h) + \tilde{D} \tilde{F} e(t_i^k h) + \tilde{B}_w \bar{w}(t) \tag{4.13}
\end{align*}
\]

where

\[
\begin{align*}
\tilde{B}_2 &= [\tilde{B}^1_2, \tilde{B}^2_2, \cdots, \tilde{B}^N_2], \quad \tilde{K}_2 = \text{diag}\{\tilde{K}_{21}, \tilde{K}_{22}, \cdots, \tilde{K}_{2N}\}, \\
\tilde{D} &= [\tilde{D}_1, \tilde{D}_2, \cdots, \tilde{D}_N], \quad \tilde{F} = \text{diag}\{\tilde{F}_1, \tilde{F}_2, \cdots, \tilde{F}_N\}, \\
\psi(t_i^k h) &= \text{diag}\{\psi(t_{k_1}^1 h), \psi(t_{k_2}^2 h), \cdots, \psi(t_{k_N}^N h)\}, \\
e(t_i^k h) &= \text{diag}\{e(t_{k_1}^1 h), e(t_{k_2}^2 h), \cdots, e(t_{k_N}^N h)\}.
\end{align*}
\]

Therefore, considering distributed system (4.12), the network dynamics (4.13), and (4.8) and the distributed controllers (4.10) we obtain the following augmented system

\[
\begin{align*}
\dot{\eta}(t) &= \tilde{A} \eta(t) + (\tilde{A}_d + \tilde{B}_1 \tilde{K}_1) \eta(t - \tau(t)) \\
&\quad + (-\tilde{B} \tilde{K} \tilde{A}^c + \tilde{D} + \tilde{B}_2 \tilde{K}_2) \bar{e}(t - d(t)) \\
&\quad + \tilde{B} \tilde{K} \tilde{A}^c \eta(t - d(t)) + \tilde{B}_w \bar{w}(t) \tag{4.14}
\end{align*}
\]

where \(\eta(t) = \text{col}\{x(t), \dot{x}(t)\}, \quad \bar{y}(t) = \text{col}\{y(t), \bar{y}(t)\}, \quad \bar{w}(t) = \text{col}\{w(t), \bar{w}(t)\}, \quad \bar{e}(t - d(t)) = \text{col}\{e(t - d(t)), \bar{e}(t - d(t))\}. \)
4.3. THE ANALYSIS AND SYNTHESIS OF THE PROPOSED FRAMEWORK FOR THE DISTRIBUTED SYSTEM

\[
d(t) = \text{col}\{e(t - d(t)), \psi(t - d(t))\},
\]

\[
\begin{bmatrix}
A \\
0 & \hat{A}
\end{bmatrix},
\begin{bmatrix}
0 & 0 \\
0 & \hat{A}
\end{bmatrix},
\begin{bmatrix}
\hat{B}_1 \\
0
\end{bmatrix},
\begin{bmatrix}
0 & 0 \\
0 & \hat{B}_1
\end{bmatrix},
\]

\[
\hat{B}_2 = \begin{bmatrix}
0 & 0 \\
0 & \hat{B}_1
\end{bmatrix},
\]

\[
\hat{K}_1 = \begin{bmatrix}
0 & 0 \\
0 & \hat{K}_1
\end{bmatrix},
\bar{B} = \begin{bmatrix}
B_1 & 0 \\
0 & 0
\end{bmatrix},
\bar{K} = \begin{bmatrix}
K & 0 \\
0 & 0
\end{bmatrix},
\]

\[
\bar{A} = \begin{bmatrix}
A & 0 \\
0 & \hat{A}
\end{bmatrix},
\bar{A}_d = \begin{bmatrix}
0 & 0 \\
0 & \hat{A}_d
\end{bmatrix},
\bar{B}_1 = \begin{bmatrix}
0 & 0 \\
0 & \hat{B}_1
\end{bmatrix},
\]

\[
\bar{A}_c = \begin{bmatrix}
A_c & 0 \\
0 & 0
\end{bmatrix},
\bar{D} = \begin{bmatrix}
0 & 0 \\
0 & \hat{D}
\end{bmatrix},
\bar{K}_1 = \begin{bmatrix}
0 & 0 \\
0 & \hat{K}_1
\end{bmatrix},
\bar{B}_w = \text{diag}\{B_w, \hat{B}_w\}, \bar{C} = \text{diag}\{C, \hat{H}\}.
\]

Under the proposed scheduling framework, the distributed $H_\infty$ control problem to be addressed is stated as follows. Given a scalar $\bar{\gamma} = \text{diag}\{\gamma, \hat{\gamma}\}$, design controller parameters $K, \hat{K}_1$ and $\hat{K}_2$, such that the augmented system (4.14) with $\bar{w}(t) = 0$ is asymptotically stable; and the $H_\infty$ performance $\|\bar{y}(t)\|_2 < \bar{\gamma}\|\bar{w}(t)\|_2$ is guaranteed for all nonzero $\bar{w}(t) \in L_2[0, \infty)$ and a prescribed $\bar{\gamma} > 0$ under the condition $\eta(t) = 0$, $\forall t \in [-d_M, 0]$.

To this end, we introduce the following lemma, which is useful in solving the above problem.

Lemma 4.1. For a symmetric positive definite matrix $R \in \mathbb{R}^{n \times n}$ and $S > 0 \in \mathbb{R}^{n \times n}$, the following inequality holds for any matrix $S > 0$ satisfying $[R \ S] \geq 0$

\[
(\tau_M - \tau_m) \int_{t-\tau_M}^{t-\tau_m} \eta^T(s) \hat{R}\eta(s) ds \leq \xi(t)^T \begin{bmatrix}
-R & R - S & S \\
* & S + S^T - 2R & R - S \\
* & * & -R
\end{bmatrix} \xi(t) \tag{4.15}
\]

where $\xi(t) = \text{col}\{\eta(t - \tau_m), \eta(t - \tau(t)), \eta(t - \tau_M)\}$.

4.3 The analysis and synthesis of the proposed framework for the distributed system

4.3.1 $H_\infty$ performance analysis

In this subsection, we focus on the $H_\infty$ performance analysis of the augmented system (4.14). Controller design is discussed in the next subsection.
Theorem 4.1. For a given $\tilde{\gamma}$, the augmented system (4.14) is asymptotically stable with the $H_\infty$ performance $\tilde{\gamma}$, if there exist real matrices $\Omega > 0$, $P > 0$, $S_1 > 0$, $S_2 > 0$, $Q_i > 0$, $R_i > 0$ ($i = 1, 2, 3, 4$) and real nonsingular matrices $M_1$, $M_2$ of appropriate dimensions such that

\begin{align*}
\begin{bmatrix}
R_2 & S_1 \\
* & R_2
\end{bmatrix} & \geq 0, \\
\begin{bmatrix}
R_4 & S_2 \\
* & R_4
\end{bmatrix} & \geq 0 \\
\begin{bmatrix}
\Psi_{11} & \Psi_{12} & \Psi_{13} \\
* & \Psi_{22} & \Psi_{23} \\
* & * & \Psi_{33}
\end{bmatrix} & < 0
\end{align*}

(4.16)

(4.17)

\[
\Psi_{11} = \begin{bmatrix}
\Lambda_1^1 & R_1 & P \bar{A}_d + P \bar{B}_1 \bar{K}_1 + M_1^T \bar{A}_d + M_1^T \bar{B}_1 \bar{K}_1 \\
* & \Lambda_2^1 & R_2 - S_1 \\
* & * & S_1 + S_1^T - 2R_2
\end{bmatrix},
\]

\[
\Psi_{12} = \begin{bmatrix}
0 & R_3 & P \bar{B}_1 \bar{K} \bar{A}^c + M_1^T \bar{B}_1 \bar{K} \bar{A}^c & 0 \\
S_1 & 0 & 0 & 0 \\
R_2 - S_1 & 0 & 0 & 0
\end{bmatrix},
\]

\[
\Psi_{13} = \begin{bmatrix}
\Lambda_3^1 & \bar{A}^c - M_1^T + \bar{A}^T M_2 & P \bar{B}_w + M_1^T \bar{B}_w \\
0 & 0 & 0 \\
0 & (\bar{A}_d + \bar{B}_1 \bar{K}_1)^T M_2 & 0
\end{bmatrix},
\]

\[
\Psi_{22} = \begin{bmatrix}
-Q_2 - R_2 & 0 & 0 & 0 \\
* & \Lambda_4^1 & R_4 - S_2 & S_2 \\
* & * & \Lambda_5^1 & R_4 - S_2 \\
* & * & * & -Q_4 - R_4
\end{bmatrix},
\]

\[
\Psi_{23} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & (\bar{B}_1 \bar{K} \bar{A}^c)^T M_2 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\[
\Psi_{33} = \begin{bmatrix}
-H_2^T \Omega H_2 & (\bar{D} - \bar{B} \bar{K} \bar{A}^c + \bar{B}_2 \bar{K}_2)^T M_2 & 0 \\
* & \Lambda_6^1 & 0 \\
* & * & -\tilde{\gamma}^2 I
\end{bmatrix},
\]

\[
\Lambda_1^1 = PA + \bar{A}^T P + M_1^T \bar{A} + \bar{A}^T M_1 + Q_1 + Q_3 - R_1 - R_3 + \bar{C}^T \bar{C},
\]

\[
\Lambda_2^1 = -Q_1 + Q_2 - R_1 - R_2,
\]

\[
\Lambda_3^1 = (M_1^T + P)(\bar{D} - \bar{B} \bar{K} \bar{A}^c + \bar{B}_2 \bar{K}_2),
\]

\[
\Lambda_4^1 = -Q_3 + R_4 - R_3 - R_4,
\]

\[
\Lambda_5^1 = S_2 + S_2^T - 2R_4 + \lambda(\tilde{\gamma}) H_1^T \Omega H_1,
\]

\[
\Lambda_6^1 = -M_2 - M_2^T + \tau_m^2 R_4 + d_m^2 R_3 + (\tau_M - \tau_m)^2 R_2 + (d_M - d_m)^2 R_4.
\]
Proof. Choose the following Lyapunov-Krasovskii functional

\[ V(t) = \eta^T(t)P\eta(t) + V_1(t) + V_2(t) \quad (4.18) \]

where

\[ V_1(t) = \int_{t-\tau_m}^{t} \eta^T(s)Q_1\eta(s)\,ds + \int_{t-\tau_M}^{t-\tau_m} \eta^T(s)Q_2\eta(s)\,ds \]
\[ + \int_{t-d_m}^{t} \eta^T(s)Q_3\eta(s)\,ds + \int_{t-d_M}^{t-d_m} \eta^T(s)Q_4\eta(s)\,ds \]
\[ V_2(t) = \tau_M \int_{-\tau_M}^{0} \int_{t+\theta}^{t} \eta^T(s)R_1\dot{\eta}(s)\,ds\,d\theta \]
\[ + (\tau_M - \tau_m) \int_{-\tau_M}^{0} \int_{t+\theta}^{t} \eta^T(s)R_2\dot{\eta}(s)\,ds\,d\theta \]
\[ + d_m \int_{-d_m}^{0} \int_{t+\theta}^{t} \eta^T(s)R_3\dot{\eta}(s)\,ds\,d\theta \]
\[ + (d_M - d_m) \int_{-d_M}^{0} \int_{t+\theta}^{t} \eta^T(s)R_4\dot{\eta}(s)\,ds\,d\theta \]

Then, taking the derivative of \( V(t) \) with respect to \( t \) along the trajectory of the system (4.14) yields

\[ \dot{V}(t) = 2\eta^T(t)P\dot{\eta}(t) + \eta^T(t)(Q_1 + Q_3)\eta(t) \]
\[ + \eta^T(t - \tau_m)(Q_2 - Q_1)\eta(t - \tau_m) \]
\[ - \eta^T(t - \tau_M)Q_2\eta(t - \tau_M) \]
\[ + \eta^T(t - d_m)(Q_4 - Q_3)\eta(t - d_m) \]
\[ + \dot{\eta}^T(t)\Lambda\dot{\eta}(t) - \eta^T(t - d_M)Q_4\dot{\eta}(t - d_M) \]
\[ - \tau_m \int_{t-\tau_m}^{t} \dot{\eta}^T(\theta)R_1\dot{\eta}(\theta)\,d\theta \]
\[ - d_m \int_{t-d_m}^{t} \dot{\eta}^T(\theta)R_3\dot{\eta}(\theta)\,d\theta \]
\[ - (\tau_M - \tau_m) \int_{t-\tau_M}^{t-\tau_m} \dot{\eta}^T(\theta)R_2\dot{\eta}(\theta)\,d\theta \]
\[ - (d_M - d_m) \int_{t-d_M}^{t-d_m} \dot{\eta}^T(\theta)R_4\dot{\eta}(\theta)\,d\theta \quad (4.19) \]
where \( \Lambda = \tau_m^2 R_1 + d_m^2 R_3 + (\tau_M - \tau_m)^2 R_2 + (d_M - d_m)^2 R_4 \). Applying Lemma 4.1, we have

\[
- (\tau_M - \tau_m) \int_{t-\tau_M}^{t} \dot{\eta}(s) R_2 \dot{\eta}(s) ds 
\leq \xi_1^T(t) \begin{bmatrix}
-R_2 & R_2 - S_1 & S_1 \\
* & S_1 + S_1^T - 2R_2 & R_2 - S_1 \\
* & * & -R_2 
\end{bmatrix} \xi_1(t) \tag{4.20}
\]

\[
- (d_M - d_m) \int_{t-d_M}^{t} \dot{\eta}(s) R_4 \dot{\eta}(s) ds 
\leq \xi_2^T(t) \begin{bmatrix}
-R_4 & R_4 - S_2 & S_2 \\
* & S_2 + S_2^T - 2R_4 & R_4 - S_2 \\
* & * & -R_4 
\end{bmatrix} \xi_2(t) \tag{4.21}
\]

where \( \xi_1(t) = \text{col}\{\eta(t - \tau_m), \eta(t - \tau(t)), \eta(t - \tau_M)\} \), \( \xi_2(t) = \text{col}\{\eta(t - d_m), \eta(t - d(t)), \eta(t - d_M)\} \) with

\[
\begin{bmatrix}
R_2 & S_1 \\
* & R_2
\end{bmatrix} \geq 0, \quad \begin{bmatrix}
R_4 & S_2 \\
* & R_4
\end{bmatrix} \geq 0 \tag{4.22}
\]

It is clear that there exist real nonsingular matrices \( M_1 \) and \( M_2 \) such that

\[
(2\eta^T(t)M_1^T + 2\dot{\eta}^T(t)M_2^T)(\ddot{\bar{A}}\eta(t) + (\ddot{\bar{A}}_d + \ddot{\bar{B}}_1\dot{K}_1)\eta(t - \tau(t)) \\
+ (-\ddot{\bar{B}}\dddot{K}\dddot{A}\dddot{c} + \dddot{D} + \dddot{B}_2\dddot{K}_2)\dddot{c}(t - d(t)) \\
+ \dddot{B}\dddot{K}\dddot{A}\dddot{c}\dddot{c}(t - \eta(t)) + \dddot{B}_w\dddot{w}(t) - \dddot{\eta}(t)) = 0 \tag{4.23}
\]

Substituting (4.9) and (4.20)-(4.23) into (4.19) yields

\[
\dot{V}(t) + \dddot{v}^T(t)\dddot{v}(t) - \dddot{\gamma}^2 \dddot{w}^T(t)\dddot{w}(t) \leq \zeta^T(t)\Psi \zeta(t) \tag{4.24}
\]

where \( \zeta(t) = \text{col}\{\eta(t), \eta(t - \tau_m), \eta(t - \tau(t)), \eta(t - \tau_M), \eta(t - d_m), \eta(t - d(t)), \eta(t - d_M), \dddot{c}(t - d(t)), \dddot{\eta}(t)\} \) and

\[
\Psi = \begin{bmatrix}
\Psi_{11} & \Psi_{12} & \Psi_{13} \\
* & \Psi_{22} & \Psi_{23} \\
* & * & \Psi_{33}
\end{bmatrix}
\]
First, we consider the asymptotic stability of the augmented system (4.14) with $\bar{w}(t) = 0$. When $\bar{w}(t) = 0$, (4.24) implies

$$
\dot{V}(t) \leq \zeta^T(t)\Psi(t) \quad (4.25)
$$

(4.17) yields $\Psi < 0$. Thus, from (4.25), we have $\dot{V}(t) \leq \rho\|\eta(t)\|^2$, where $\rho = -\lambda_{\text{min}}(-\Psi)$. Therefore, system (4.14) is asymptotically stable according to Theorem 4.1.

Next, we prove the $H_\infty$ performance of the augmented system (4.14) for all nonzero $\bar{w}(t) \in L_2[0, \infty)$. If Theorem 4.1 is satisfied, we have

$$
\dot{V}(t) < -\bar{y}^T(t)\bar{y}(t) + \bar{\gamma}^2\bar{w}^T(t)\bar{w}(t) \quad (4.26)
$$

Integrating both sides of (4.26) from 0 to $\infty$ on $t$, and under the zero initial condition, one can obtain that

$$
\int_0^\infty \bar{y}^T(t)\bar{y}(t)dt < \bar{\gamma}^2\int_0^\infty \bar{w}^T(t)\bar{w}(t)dt \quad (4.27)
$$

that is $\|\bar{y}\|_2 < \bar{\gamma}\|\bar{w}\|_2$ for all nonzero $\bar{w}(t)$, which completes the proof.

### 4.3.2 $H_\infty$ controller design

In this subsection, based on Theorem 4.1, a solution to the distributed $H_\infty$ control problem for the large-scale distributed networked system (4.1) and network dynamic system (4.13) within the proposed framework is obtained based on the feasibility of a set of LMIs. Then, the codesign method for the design of the Information Selection Module and the Congestion Avoidance Module is introduced.

**Theorem 4.2.** For given scalars $\bar{\gamma}, \beta > 0$, the distributed $H_\infty$ control problem for the augmented system (4.14) is solvable, if there exist real matrices $\Omega > 0$, $P > 0$, $P_0 > 0$, $S_1 > 0$, $S_2 > 0$, $Q_i > 0$, $R_i > 0$ ($i = 1, 2, 3, 4$), real nonsingular matrices $M_1 > 0$, $M_2 > 0$ and $Y_1$, $Y_2$ of appropriate dimensions such that (4.16) and

$$
\begin{bmatrix}
-\beta I & \bar{B}_1^TP - P_0\bar{B}_1^T \\
\bar{P}\bar{B}_1 - \bar{B}_1P_0 & -I
\end{bmatrix} \leq 0 \quad (4.28)
$$
where

\[
\begin{bmatrix}
\Psi_{11} & \Psi_{12} & \Psi_{13} \\
* & \Psi_{22} & \Psi_{23} \\
* & * & \Psi_{33}
\end{bmatrix} < 0
\]  \hspace{1cm} (4.29)

\[
\begin{align*}
\Psi_{11} &= \begin{bmatrix}
\Lambda_1^2 & R_1 & \Lambda_2^2 & 0 \\
* & \Lambda_3^2 & R_2 - S_1 & S_1 \\
* & * & S_1 + S_1^T - 2R_2 & R_2 - S_1 \\
* & * & * & -Q_2 - R_2
\end{bmatrix}, \\
\Psi_{12} &= \begin{bmatrix}
R_3 & \bar{B}Y\bar{A}^c & 0 & M_1^T\bar{D} + P\bar{D} - \bar{B}Y\bar{A}^c + Y_2\bar{B}_2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \\
\Psi_{13} &= \begin{bmatrix}
\Lambda_4^2 & R_4 - S_2 & S_2 & 0 \\
* & \Lambda_5^2 & R_4 - S_2 & 0 \\
* & * & -Q_4 - R_4 & 0 \\
* & * & * & -H_2^T\Omega H_2
\end{bmatrix}, \\
\Psi_{22} &= \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \\
\Psi_{23} &= \begin{bmatrix}
\Lambda_6^2 & M_2^T\bar{B}_w^T & M_2^T & 0 \\
* & -\tilde{\gamma}^2I & 0 & 0 \\
* & * & -P & 0 \\
* & * & 0 & -P
\end{bmatrix}, \\
\Lambda_1^2 &= PA + \bar{A}^TP + M_1^T\bar{A} + \bar{A}^TM_1 + Q_1 + Q_3 - R_1 - R_3 + \bar{C}^TD, \\
\Lambda_2^2 &= P\bar{A}_d + Y_1\bar{B}_1 + M_1^T\bar{A}_d, \\
\Lambda_3^2 &= -Q_1 + Q_2 - R_1 - R_2, \\
\Lambda_4^2 &= -Q_3 + Q_4 - R_3 - R_4, \\
\Lambda_5^2 &= S_2 + \bar{S}_2^T - 2R_4 + \lambda(\tilde{\gamma})H_1^T\Omega H_1, \\
\Lambda_6^2 &= -M_2 - M_2^T + \tau_1^2R_1 + d_m^2R_3 + (\tau_M - \tau_m)^2R_2 + (d_M - d_m)^2R_4, \\
\bar{B}_1 &= \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \bar{B}_2 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
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\[ \tilde{B}_1 = \text{diag}\{-\frac{\tau_1^2 C_0}{2N^2}, -\frac{\tau_2^2 C_0}{2N^2}\}, \tilde{B}_2 = \text{diag}(\tilde{B}_1, \ldots, \tilde{B}_1) \].

Moreover, the gain matrices in (4.14) are given as

\[ \tilde{K} = P_0^{-1}Y, \quad \tilde{K}_1 = P^{-1}Y_1, \quad \tilde{K}_2 = P^{-1}Y_2 \] (4.30)

and \( \tilde{K}_1 = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{K}_1 \end{bmatrix}, \quad \tilde{K}_2 = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{K}_2 \end{bmatrix} \) where \( \tilde{K}_1 = \begin{bmatrix} \tilde{K}_1 \\ 0 \end{bmatrix} \) and \( \tilde{K}_2 = \begin{bmatrix} \tilde{K}_2 \\ 0 \end{bmatrix} \).

**Proof.** First, the linear equality condition

\[ PB_1 = \tilde{B}_1 P_0 \] (4.31)

can be equivalently converted to

\[ \text{tr}((PB_1 - \tilde{B}_1 P_0)^T(PB_1 - \tilde{B}_1 P_0)) = 0 \] (4.32)

which can be expressed as

\[ (PB_1 - \tilde{B}_1 P_0)^T(PB_1 - \tilde{B}_1 P_0) \leq \beta I \] (4.33)

where \( \beta \) is a small enough positive scalar. Based on Schur's complement, (4.33) equals to (4.28). Then it is clear that \( PB\tilde{K} = \tilde{B}P_0\tilde{K} \), if condition (4.28) is satisfied.

Next, if \( \tilde{K}_1 = [\tilde{K}_{11}, \tilde{K}_{12}] \) and \( \tilde{K}_2 = [\tilde{K}_{21}, \tilde{K}_{22}] \), from the definition of \( \tilde{B}_1 \) and \( \tilde{B}_2 \), it is obvious that

\[ \tilde{B}_1 \tilde{K}_1 = \tilde{K}_1 \tilde{B}_1, \quad \tilde{B}_2 \tilde{K}_2 = \tilde{K}_2 \tilde{B}_2 \] (4.34)

From Lemma 4.1 and the above discussion, (4.17) equals to (4.29), which completes the proof. \( \square \)

For a given prescribed \( H_\infty \) performance \( \tilde{\gamma} > 0 \) of the communication network, the threshold \( \lambda \) in the Information Selection Module can be determined and mapped in the range of \((0, 1)\) for each event-detector. By using Theorem 4.2, we can code-sign the \( H_\infty \) distributed controllers and the Information Dispatching Middleware including the Information Selection Module and the Congestion Avoidance Module.
How to determine the proper threshold $\lambda$ under the prescribed communication network’s $H_\infty$ performance $\tilde{\gamma}$ is an important issue, which requires a codesign strategy to investigate the relationship between these two main parameters. In this chapter, we design

$$
\lambda(\tilde{\gamma}) = \arctan(\alpha \tilde{\gamma})
$$

(4.35)

where $\alpha > 0$ is a scalar regulation parameter.

**Algorithm 2** Codesign the $H_\infty$ controllers and the Information Dispatching Middleware

1: Preset some initial parameters, such as the sampling time $h > 0$, an $H_\infty$ performance $\tilde{\gamma}$ and so on;
2: Set a range $(0, \tilde{\gamma}]$, where the corresponding optimal $H_\infty$ performance $\tilde{\gamma}$ can be obtained and let $\theta_1 = 0$ and $\theta_2 = \tilde{\gamma}$;
3: if Theorem 4.2 is satisfied, that is, LMIs (4.16), (4.28) and (4.29) are feasible with $\theta_2$ and $\lambda(\theta_2)$ then
4: Obtain the corresponding optimal $H_\infty$ performance $\tilde{\gamma}_m = \theta_2$ by using the binary search method;
5: end if
6: With the desired performance, by using Theorem 4.2, the parameters of the Information Dispatching Middleware and the $H_\infty$ controllers for the large-scale distributed networked system (4.1) and network dynamic system (4.13) can be codesigned.

Therefore, under the prescribed $H_\infty$ performance $\tilde{\gamma}$, we can codesign the distributed controllers for the large-scale distributed networked system (4.1) and the Information Dispatching Middleware. By using the proposed method, the optimal $H_\infty$ performance $\tilde{\gamma}$ for the network dynamic system (4.13) can be obtained with the following Algorithm 2.

### 4.4 An application to the quadruple-tank process

In this section, the model of a quadruple-tank process is considered as an example to illustrate the effectiveness of the proposed method. The process consists of four interconnected water tanks and two pumps. The schematic diagram of the quadruple-tank process from [141] is shown in Figure 4.4. The aim is to control the
level in the lower two tanks with two pumps though a communication network. A schematic diagram of the distributed control of the process is shown in Figure 4.5. The inputs \( v_1(t) \) and \( v_2(t) \) are the voltages to the two pumps and the outputs \( y_1(t) \) and \( y_2(t) \) are the water levels in the lower two tanks. The coupled tanks can be modelled by means of the following nonlinear model [142]:

![Schematic diagram of the quadruple-tank process](image)

**Figure 4.4:** The schematic diagram of the quadruple-tank process

\[
\begin{align*}
\frac{dh_1(t)}{dt} &= -\frac{a_1}{A} \sqrt{2gh_1(t)} + \frac{\gamma k_1}{A} v_1(t) \\
\frac{dh_2(t)}{dt} &= \frac{a_2}{A} \sqrt{2gh_2(t)} \\
\frac{dh_3(t)}{dt} &= -\frac{a_3}{A} \sqrt{2gh_3(t)} + \frac{\gamma k_2}{A} v_2(t) + \frac{a_{13}}{A} \sqrt{2g(h_1(t) - h_3(t))} \\
\frac{dh_4(t)}{dt} &= \frac{a_4}{A} \sqrt{2gh_4(t)} - \frac{a_4}{A} \sqrt{2gh_4(t)} \\
y_i &= kh_i, i = 1, 2 \tag{4.36}
\end{align*}
\]

where \( h_i(t)(i = 1, ..., 4) \) denotes the water level in the tanks; \( v_i(i = 1, 2) \) are voltages applied to the pumps; \( a_i(i = 1, ..., 4) \) are the outlet areas of the tanks; \( a_{13} \) is the outlet area between tanks 1 and 3; \( A \) is the cross-sectional area of the tanks; and \( g \) is the gravitational constant. The parameter values of the laboratory process are
Figure 4.5: Distributed networked control systems for quadruple-tank process

given as \( A = 28\, \text{cm}^2 \), \( a_1 = a_3 = 0.071\, \text{cm}^2 \), \( a_2 = a_4 = 0.057\, \text{cm}^2 \), \( a_{13} = 0.057\, \text{cm}^2 \), 
\( g = 981\, \text{cm/s}^2 \) and \( k = 0.5\, \text{V/cm} \). The operating-range of the system is

\[
0 \leq h_i \leq 25, \ i = 1, \ldots, 4, \quad 0 \leq v_i \leq 5, \ i = 1, 2
\] (4.37)

The chosen operating points correspond to the following parameter values

\[
\begin{align*}
& h_1^0 = 12.4\, \text{cm}, \quad h_2^0 = 12.7\, \text{cm}, \quad h_3^0 = 1.8\, \text{cm}, \\
& h_4^0 = 1.4\, \text{cm}, \quad v_1^0 = 3.3\, \text{V}, \quad v_2^0 = 2.6\, \text{V}, \quad \gamma_1 = 0.8, \\
& \gamma_2 = 0.3, \quad k_1 = 3.33\, \text{cm}^3/\text{V/s}, \quad k_2 = 3.35\, \text{cm}^3/\text{V/s}.
\end{align*}
\]

This system is linearised around the equilibrium point given by \( h_i^0 \) and \( u_i^0 \), yielding

\[
\begin{cases}
\dot{x}(t) = Ax(t) + Bu(t) + B_ww(t) \\
y(t) = Cx(t)
\end{cases}
\]

where \( x(t) = \text{col}\{h_1(t) - h_1^0, h_2(t) - h_2^0, h_3(t) - h_3^0, h_4(t) - h_4^0\} \), \( u(t) = \text{col}\{v_1(t) - v_1^0, v_2(t) - v_2^0\} \) and \( w(t) = \text{col}\{w_1(t), w_2(t)\} \). With a proper approximation of the nonlinear equations of the model (4.36), we have

\[
A = \begin{bmatrix} A_{11} & A_{12} \\ A_{12}^T & A_{22} \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad B_w = \begin{bmatrix} B_w^1 \\ B_w^2 \end{bmatrix}
\]

with

\[
A_{11} = \begin{bmatrix} -0.0332 & 0 \\ 0.0159 & -0.0127 \end{bmatrix}, \quad A_{12} = \begin{bmatrix} 0.0172 & 0 \\ 0 & 0 \end{bmatrix}
\]
\begin{align*}
A_{22} = \begin{bmatrix} -0.0591 & 0 \\ 0.0419 & -0.0381 \end{bmatrix},
B_1 = \begin{bmatrix} 0.0951 \\ 0 \end{bmatrix},
B_2 = \begin{bmatrix} 0.0359 \\ 0 \end{bmatrix},
\end{align*}
(4.38)

\begin{align*}
B^1_w = B^2_w = \begin{bmatrix} 0.0001 \\ 0 \end{bmatrix},
C = \begin{bmatrix} 0.5 & 0.2 & 0 & 0 \\ 0 & 0 & 0.5 & 0.1 \end{bmatrix}.
\end{align*}

Assume there is a communication network between the system and the distributed controllers. The parameters of the network are shown in Table 4.1.

<table>
<thead>
<tr>
<th>TCP session number ( N )</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link capacity ( C )</td>
<td>5000 packets/second</td>
</tr>
<tr>
<td>Round trip time ( \tau_0 )</td>
<td>0.25s</td>
</tr>
<tr>
<td>Propagation delay ( T_p )</td>
<td>0.1s</td>
</tr>
<tr>
<td>Queue size ( q_0 )</td>
<td>750 packets</td>
</tr>
<tr>
<td>Window size ( W_0 )</td>
<td>25 packets</td>
</tr>
<tr>
<td>Probability of packet mark ( p_0 )</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

The weighted adjacency matrix is as

\begin{align*}
A^c = \begin{bmatrix} 1 & 0.5 & 0.5 & 0.5 \\ 0.5 & 1 & 0.5 & 0.5 \\ 0.5 & 0.5 & 1 & 0.5 \\ 0.5 & 0.5 & 0.5 & 1 \end{bmatrix}
\end{align*}
(4.39)

For a given \( H_\infty \) performance \( \gamma = 1 \) of the large-scale system, when Algorithm 2 is applied, we obtain the admissible minimum \( H_\infty \) performance \( \tilde{\gamma} = 2.0010 \) of the communication network. Using (4.35) and Theorem 4.2, the parameters of the event-triggered scheme in the Information Selection Module are obtained as

\begin{align*}
\lambda &= 0.0127,
\Omega_1 &= \begin{bmatrix} 670.8354 & 45.0406 & -0.0207 & 0.6645 \\ 45.0406 & 658.7630 & -0.0041 & -0.1585 \\ -0.0207 & -0.0041 & 688.4885 & -5.8668 \\ 0.6645 & -0.1585 & -5.8668 & 23.5755 \end{bmatrix},
\Omega_2 &= \begin{bmatrix} 688.0072 & 33.5328 & -0.0105 & 0.4170 \\ 33.5328 & 772.4596 & -0.0043 & -0.1348 \\ -0.0105 & -0.0043 & 688.4885 & -5.8668 \\ 0.4170 & -0.1348 & -5.8668 & 23.5755 \end{bmatrix}.
\end{align*}
The distributed controller gain $K$ and the congestion controller gains $\tilde{K}_1$, $\tilde{K}_2$ are as
\[
K = \begin{bmatrix}
-1.2717 & -0.1482 & -0.4733 & -0.4733 \\
-0.7808 & -0.7808 & -2.0442 & -0.2983
\end{bmatrix}, \tag{4.40}
\]
\[
\tilde{K}_1 = \begin{bmatrix}
-12.3866 & 0.8865
\end{bmatrix}, \tag{4.41}
\]
\[
\tilde{K}_2 = \begin{bmatrix}
-0.0001 & -0.0011 & -0.0002 & -0.0015
\end{bmatrix}. \tag{4.42}
\]

We can also obtain the decentralised controller gain $K$ and the congestion controller gains as
\[
K = \begin{bmatrix}
-2.1488 & -0.1957 & 0 & 0 \\
0 & 0 & -4.8141 & -0.9180
\end{bmatrix},
\]
\[
\tilde{K}_1 = \begin{bmatrix}
-12.2613 & 0.8857
\end{bmatrix},
\]
\[
\tilde{K}_2 = 10^{-3} \times \begin{bmatrix}
-0.0495 & 0.0341 & -0.0473 & 0.1068
\end{bmatrix}.
\]

In the same way, we can also derive the centralised controller gain $K$ and the congestion controller gains $\tilde{K}_1$, $\tilde{K}_2$ as
\[
K = \begin{bmatrix}
-0.2518 & -0.2518 & -0.2518 & -0.2518 \\
-0.5453 & -0.5453 & -0.5453 & -0.5453
\end{bmatrix},
\]
\[
\tilde{K}_1 = \begin{bmatrix}
-12.4837 & 0.8875
\end{bmatrix},
\]
\[
\tilde{K}_2 = \begin{bmatrix}
-0.0001 & -0.0012 & -0.0001 & -0.0009
\end{bmatrix}.
\]

From the above result, it can be seen that by employing Theorem 4.2, we can obtain the distributed controller gains, decentralised controller gains and the centralised controller gain, which means that this method is practical to a class of large-scale distributed systems in network environments.

In the simulation, the initial states of the subsystems are given as $x_1(0) = \text{col}\{1, -0.3\}$, $x_2(0) = \text{col}\{1, -0.2\}$ and the external disturbances $w_1(t) = w_2(t) = 5e^{-t^2}\sin(3\pi t)$. The sampling period is set to $h = 0.2s$. The disturbance of the IP-based communication network is a birth-and-death process, in the form of
\[
\tilde{w}(t) = BawK(t)
\]
where $B_{av} = 200$ packets/s is the average transmission rate of the http flows; $K(t)$ is a birth-and-death process, where $-K_{\text{max}} \leq K(t) < K_{\text{max}}$, with $K_{\text{max}} = 25$.

By Theorem 4.2, we obtain the distributed controller gain as in (4.40). The state responses of subsystem 1 and subsystem 2 are shown in Figure 4.6 and Figure 4.7, respectively. Figure 4.8 and Figure 4.9 illustrate the sampling instants, releasing instants and arrival instants of subsystem 1 and subsystem 2 on the interval $[0, 100s)$, respectively. Figure 4.10 and Figure 4.11 show the release instants and the intervals of each subsystem. The sampled data transmission rates of each subsystem are 8.2% and 7.2%, respectively. These results show that the number of transmitted data is significantly reduced by using the proposed event-triggered strategy. Next, we depict the states of the communication network in Figure 4.12. From this figure, it can be seen that the data can be scheduled and transmitted depending on the dynamics of the communication network. At the same time, network resources are utilised efficiently, which illustrates the effectiveness of the proposed design method.
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Figure 4.7: The state responses of subsystem 2

Figure 4.8: Sampling, releasing and data arriving instants of subsystem 1
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Figure 4.9: Sampling, releasing and data arriving instants of subsystem 2

Figure 4.10: The release instants and intervals of subsystem 1
Figure 4.11: The release instants and intervals of subsystem 2

Figure 4.12: The state responses of the communication network
4.5 Conclusion

A novel distributed event-triggered transmission strategy for a large-scale distributed system has been proposed. In this strategy, the event-triggered condition not only considers the states of the distributed systems but also considers the network dynamics. The event-triggered condition is only checked periodically at the sampling instants, which avoids the *Zeno* phenomenon. Following this strategy, a novel middleware is developed to schedule the sampled data based on a fluid flow model. Then, a distributed protocol is proposed such that the distributed networked system can be transformed into a linear system with two time-varying delays. Then, a sufficient condition has been obtained such that the distributed system is asymptotically stable with a prescribed $H_\infty$ noise attenuation performance. Correspondingly, based on this condition, the method to determine the controller gain for the distributed system and the congestion controller gains of the communication network is presented. Finally, an example is used to illustrate the effectiveness of the proposed method.
Chapter 5

Distributed $H_\infty$ filtering for networked systems based on an Information Dispatching Middleware

5.1 Introduction

In this chapter, the proposed Information Dispatching Middleware is used to develop a framework to investigate distributed sensing and $H_\infty$ filtering issues of networked systems.

As discussed in Chapter 3, during the past decade, $H_\infty$ filtering for networked systems has attracted considerable attention due to its theoretical and practical significance in the areas of system control and signal processing. Due to the widespread availability of cheap network capable devices, distributed filtering has been undergoing a revolution in recent years. For distributed filtering, the asynchronous sensor network is comprised of a large number of sensor nodes with computing and communication capabilities. In contrast to systems with a single sensor, each individual sensor node in a sensor network not only gathers measurement information from itself, but also gathers information from its neighbouring sensors according to the sensing topology of the sensor network. The past decade has seen successful applications of distributed filtering in a wide range of practical areas such as military
sensing, physical security, distributed robots and manufacturing automation. A schematic diagram for distributed filtering in a networked system is shown in Figure 5.1.

Figure 5.1: Distributed sensing and filtering for a networked system

Recently, theoretical research on distributed $H_{\infty}$ filtering has attracted increasing attention. To implement such filtering for networked systems, three major issues need to be taken into account. The first issue is the complicated coupling between one specific sensor and its neighbouring sensors. Compared with a single sensor, smart sensors are usually deployed densely in the region of interest for the control plant. Each sensor, equipped with a radio transceiver, has the ability to gather the measurement information of the control plant not only from itself, but also from its neighbouring sensors according to the sensing topology of the sensor nodes. The coupling among the variety of sensors makes the designing and analysis of control systems complex [143], [144], [145]. The second issue is the network-induced delay generated by the shared communication network between the sensor nodes and the distributed filters. It is well known that the most significant delays are network-induced delays and these delays are regarded as the main sources of performance degradation and/or even divergence of the implemented filtering design [146], [147], [148], [149], [150]. The third issue is how to efficiently use the limited shared communication network resources while maintaining the quality of service (QoS) to avoid network congestion, which is the main cause of network-induced delays and packet dropouts [151], [152]. Therefore, considering these three issues, the study of dis-
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Distributed $H_\infty$ filtering for networked systems with a wide variety of smart sensors is a significant challenge, and which motivates the current study.

In the past decade, employing an event-triggering scheme as a means of reducing the communication traffic load of a network has been paid considerable attention, see for example [123], [124], [125], [126] and the references therein. From most of these results, the event-triggering conditions are based on the current measurement output of the control system, the error between the current sampled data and the latest transmitted data. However, few results consider the dynamics of the communication network, which dynamically reflects different levels of quality of service (QoS) of the communication network. It should be noted that the QoS of the communication network affects the performance of control systems, whose design in turn influences the QoS of the communication network [4], [104], [153], [154]. Hence, under event-triggered schemes, a successful implementation of distributed $H_\infty$ filtering for networked systems over communication networks requires the codesign of filters and network congestion control strategies. Furthermore, the transmitted data determined by the event-triggering scheme is so important for the performance of the whole networked systems that it is necessary to choose suitable network protocols to transmit the released data successfully [61], [155]. Therefore, it is of significance to study the distributed $H_\infty$ filtering of networked systems considering both $H_\infty$ filtering performance and network dynamics. This motivates us to develop a framework to provide a tradeoff between the quality of performance (QoP) and the quality of service (QoS) of the communication networks.

Based on the above discussion, in this chapter, a novel framework is established by constructing an Information Dispatching Middleware to investigate the distributed $H_\infty$ filtering for networked systems with multiple smart sensors. Both an event-triggered scheme and network dynamics are abstracted and modelled within the proposed Information Dispatching Middleware. In the middleware, two modules
named the Information Selection Module and the Congestion Avoidance Module are developed. The Information Selection Module aims to regulate the transmission of the sampled data in terms of event-detectors with predefined event-triggering conditions. The Congestion Avoidance Module is used to schedule packets including those sampled data released by the Information Selection Module to the distributed $H_\infty$ filters. With the proposed middleware, a tradeoff between the desired distributed $H_\infty$ filtering performance and communication network resources utilisation is obtained. Based on the proposed framework, the filtering error system is modelled as a linear system with two time-varying delays. A sufficient condition such that the filtering error system is asymptotically stable with a prescribed $H_\infty$ level, is derived. Correspondingly, distributed $H_\infty$ filters, congestion controllers and the event-triggered scheme can be codesigned in terms of a set of linear matrix inequalities (LMIs). Finally, a numerical example is given to demonstrate the effectiveness of the proposed results.

5.2 Problem formulation and modelling

In this section, we present a framework for distributed $H_\infty$ filtering by taking network dynamics into account. To begin with, we define the sensor network topology by using graph theory.

5.2.1 Sensor network topology

The topology of a sensor network considered in this chapter is represented by a directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A})$, where $\mathcal{V} = \{1, 2, \ldots, \varrho\}$ is an index set of $\varrho$ sensor nodes; $\mathcal{E}$ is the set of edges, which is a subset of $\mathcal{V} \times \mathcal{V}$; and $\mathcal{A} = (a_{ij})_{n \times n}$ is the nonnegative adjacency matrix associated with the edges of the graph. We denote by $(i, j) (i, j \in \mathcal{V})$ the edge of the graph originating at node $i$ and ending at node $j$. $a_{ij} > 0$ if and only if $(i, j) \in \mathcal{E}$, which means that there is information transmission
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Figure 5.2: A framework for distributed $H_{\infty}$ filtering with an Information Dispatching Middleware

from node $i$ to node $j$. In this chapter, we set $a_{ii} = 1$ ($i \in V$), which indicates that all the sensor nodes are self-connected, i.e. $(i, i) \in E$. If $(j, i) \in E$ ($j \neq i$), then node $j$ is called a neighbour of node $i$. The set of node $i$’s neighbours and itself is denoted by $\mathcal{N}_i \triangleq \{j \in V | (j, i) \in E\}$, which means that in the sensor network, the sensor node $i$ receives the information from the nodes $j \in \mathcal{N}_i$.

5.2.2 A framework for distributed $H_{\infty}$ filtering

The framework for distributed $H_{\infty}$ filtering is shown in Figure 5.2, where the plant is considered as a continuous-time linear system described by

$$
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p w_p(t) \\
z_p(t) &= E_p x_p(t) \\
x_p(t_0) &= \phi_0
\end{align*}
$$

where $x_p(t) \in \mathbb{R}^n$ is the system state vector; $z_p(t)$ is the controlled output vector; $w_p(t) \in \mathbb{R}^l$ is the exogenous disturbance vector belonging to $L_2[0, \infty)$; $\phi_0$ is the initial condition; and $A_p$, $B_p$ and $E_p$ are known real matrices with appropriate dimensions.

The other components in Figure 5.2 are described in detail as
Sensor topology with \( q \) nodes

Suppose that \( q \) sensor nodes are connected according to the graph \( \mathcal{G} \). Each sensor node measures the physical plant’s output and receives signals from its neighbouring nodes. Specifically, at node \( i \) (\( i \in \mathcal{V} \)), the measurement output from the physical plant is given by

\[
y_i(t) = C_p^i x_p(t)
\]

where \( y_i(t) \in \mathbb{R}^m \) and \( C_p^i \) is a known real matrix. Thus, the received signal of node \( i \) from the physical plant and its neighbouring nodes can be expressed as

\[
\bar{y}_i(t) = \sum_{j \in N_i} a_{ji} y_j(t) = \sum_{j \in N_i} a_{ji} C_p^j x_p(t)
\]

The signal \( \bar{y}_i(t) \) (\( i \in \mathcal{V} \)) is transmitted through a communication network so that an \( H_\infty \) filter corresponding to the sensor node \( i \) is designed to estimate the system state. The transmission task is completed via the following Information Dispatching Middleware (IDM).

The Information Dispatching Middleware (IDM)

An important feature of the framework is the introduction of an IDM. Based on network characteristics, the IDM dynamically regulates the network traffic to choose “necessary” data packets to be transmitted such that some desired \( H_\infty \) performance of the resultant filtering error system can be ensured. The flow chart of the mechanism of the IDM is as shown in Figure 5.3. The IDM consists of two modules, which are described below.

1) The Information Selection Module (ISM).

The Information Selection Module (ISM) includes \( q \) nodes corresponding to the \( q \) sensor nodes above. The \( i \)-th node of ISM is shown in Figure 5.4.

In this figure, the Receiver \( i \) receives the signal \( \bar{y}_i(t) \) from the sensor node \( i \) and the network dynamic signal \( \tilde{x}(t) \) from the communication network. The Sampler
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Figure 5.3: The mechanism of the IDM

Figure 5.4: The $i$-th node in the Information Selection Module

$i$ is used to sample the received signal $(\tilde{y}_i(t), \tilde{x}(t))$ with a period $h > 0$, where $h$ is a constant. Whether or not the sampled signal is transmitted through a communication network is determined by the event-trigger processor ETP $i$. The ETP $i$ consists of a buffer and an event-trigger. The buffer is used to store the latest released signal $\tilde{y}_i(t_{i,k}h)$ and the current sampled signal $\tilde{y}_i((t_{i,k} + l)h)$, where $l$ is a positive integer. In order to define an efficient event-triggering scheme (ETS) in the $i$-th ETP, we introduce an error function $e_i(t_{i,k}^lh)$ and an evaluation function $\psi_i(t_{i,k}^lh)$, where $t_{i,k}^lh = t_{i,k}h + lh$. The error function $e_i(t_{i,k}^lh)$ reflecting the error between the current sampled signal $\tilde{y}_i(t_{i,k}^lh)$ and the latest released signal $\tilde{y}_i(t_{i,k}h)$ is given by

$$e_i(t_{i,k}^lh) = \tilde{y}_i(t_{i,k}h) - \tilde{y}_i(t_{i,k}^lh)$$  

(5.4)

where $\tilde{y}_i(t_{i,k}^lh)$ is the current sampled signal and $\tilde{y}_i(t_{i,k}h)$ is the latest triggered
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The evaluation function $\psi_i(t_{i,k}^l)$ is defined based on two important parameters: the current QoS index $\delta_i(t_{i,k}^l)$ of the communication network and a certain scale of error signal $e_i(t_{i,k}^l)$. Inspired by [156] and [157], the QoS index $\delta_i(t_{i,k}^l)$ specification encompasses on (i) the level of the service $\alpha$, (ii) and the flow performance, which are reflected by the window size $W(t_{i,k}^l)$ and queue size $q(t_{i,k}^l)$. Specifically, the QoS index, which is closely related to the network dynamics, is defined as

$$\delta_i(t_{i,k}^l) = \text{col}\left\{ \alpha \left| W(t_{i,k}^l) - W_0 \right| + W_0, \frac{\alpha}{\left| q(t_{i,k}^l) - q_0 \right| + q_0} \right\}$$  \hspace{1cm} (5.5)

where $W(t_{i,k}^l)$ and $q(t_{i,k}^l)$ are the window size and queue length at the time instant $t_{i,k}^l$, respectively; $W_0$ and $q_0$ are the ideal window size and queue size; $\alpha$ is the QoS level of the service for the control system. From the definition of the QoS, one can see that when the window size and the queue size are approaching their ideal size, the QoS index increases, which means that the QoS of the network is improving. Thus, the scheduling function $\psi_i(t_{i,k}^l)$ can be given in the following form of

$$\psi_i(t_{i,k}^l) = \delta_i(t_{i,k}^l) \| e_i(t_{i,k}^l) \|$$  \hspace{1cm} (5.6)

**Remark 5.1.** The proposed evaluation function $\psi_i(t_{i,k}^l)$ can be used to assign the priority to schedule the sampled signals dynamically. Compared with the Large Error First (LEF) scheduling algorithm derived by Yepez et al. in [114], $\psi_i(t_{i,k}^l)$ is constructed not only from the QoS of the communication network, but also from the characteristics of the sampled signal. It is helpful to construct an event-triggered scheme, which determines whether or not the current sampled signal $\bar{y}_{i}(t_{i,k}^l)$ should be triggered.

Suppose that the latest signal released by ETP $i$ is denoted by $(\bar{y}_{i}(t_{i,k}^l), \tilde{x}(t_{i,k}^l))$,
and the current signal sampled from the node $i$ is $(\tilde{y}_i(t_{i,k}^l), \tilde{x}(t_{i,k}^l))$. Denote
\[
 f_i(t_{i,k}^l) = \Im_i(t_{i,k}^l)^T \Omega_i \Im_i(t_{i,k}^l) - \lambda \varphi_i(t_{i,k}^l)^T \Omega_i \varphi_i(t_{i,k}^l) \tag{5.7}
\]
where $\lambda > 0$ is an event-triggering threshold parameter and $\Omega_i$ is a weighting matrix satisfying $\Omega_i = \Omega_i^T > 0$, and
\[
 \Im_i(t_{i,k}^l) = \begin{bmatrix} e_i(t_{i,k}^l) \\ \psi_i(t_{i,k}^l) \end{bmatrix}, \quad \varphi_i(t_{i,k}^l) = \begin{bmatrix} \tilde{y}_i(t_{i,k}^l) \\ \tilde{x}(t_{i,k}^l) \end{bmatrix}. 
\]

Then the ETS involved in ETP $i$ can be described as follows.

If the current sampled signal $(\tilde{y}_i(t_{i,k}^l), \tilde{x}(t_{i,k}^l))$ satisfies $f_i(t_{i,k}^l) > 0$, then

- the current signal $(\tilde{y}_i(t_{i,k}^l), \tilde{x}(t_{i,k}^l))$ together with its time-stamp $t_{i,k}^l$ and the node number $i$ is encapsulated into a data packet $(i, t_{i,k}^l, \tilde{y}_i(t_{i,k}^l))$;
- this data packet is immediately released to the communication network by ETP $i$;

Otherwise, the current sampled signal is discarded directly.

From the description of the above ETS, it can be clearly seen that the time sequence $\{t_{i,1}^l, t_{i,2}^l, \ldots, t_{i,k}^l, \ldots\}$ indicating when ETP $i$ releases data packets can be obtained by
\[
 \begin{cases} 
 t_{i,k+1} = t_{i,k} + \min \{ l \mid f_i(t_{i,k}^l) > 0, \ l = 1, 2, \ldots \} \\
 t_{i,0} = 0, \quad k = 1, 2, \ldots 
\end{cases} \tag{5.8}
\]

To demonstrate some characteristics of the proposed ETS (5.7), which is different to existing event-triggered schemes, we choose
\[
 \Omega_i = \begin{bmatrix} \Omega_{i1}^1 & \Omega_{i2}^1 \\ \Omega_{i1}^2 & \Omega_{i2}^2 \end{bmatrix} \tag{5.9}
\]
then, from (5.7), the proposed event-triggering scheme can be expressed as
\[
 f_i'(t_{i,k}^l) = \Pi_i^1 + \Pi_i^2 + \Pi_i^3, \tag{5.10}
\]
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where

\[
\begin{align*}
\Pi_1^i &= e_i(t_{i,k}^i)\Omega_{11}^{i}e_i(t_{i,k}^i) - \lambda_{11}\bar{y}_i(t_{i,k}^i)\Omega_{11}^{i}\bar{y}_i^T(t_{i,k}^i) \\
\Pi_2^i &= \psi_i(t_{i,k}^i)\Omega_{12}^i e_i(t_{i,k}^i) + e_i(t_{i,k}^i)\Omega_{12}^i \psi_i(t_{i,k}^i) \\
&\quad - \lambda(\bar{x}(t_{i,k}^i)\Omega_{12}^i\bar{y}_i(t_{i,k}^i) + \bar{y}_i(t_{i,k}^i)\Omega_{12}^i\bar{x}(t_{i,k}^i))) \\
\Pi_3^i &= \psi_i(t_{i,k}^i)\Omega_{22}^i \psi_i(t_{i,k}^i) - \lambda_{11}\bar{x}(t_{i,k}^i)\Omega_{22}^i\bar{x}(t_{i,k}^i)
\end{align*}
\]  

(5.11)

Regarding the sampled signal $\bar{y}_i((t_{i,k}^i + l)h)$ of the distributed sensor $i$, whether or not it is triggered to be encapsulated into the data packet $(i, t_{i,k+1}, \bar{y}_i((t_{i,k+1})h)$ depends on the following cases:

**Case 1:** $f_i^i(t_{i,k}^i) > 0$, which means the sampled signal $\bar{y}_i(t_{i,k}^i)$ is triggered, then it yields

if $\Pi_1^i + \Pi_3^i \leq 0$ which means that the coupling between the system and the communication network has a certain influence on the triggered signals.

else if $\Pi_1^i > 0$ & $\Pi_3^i > 0$ which shows that both the system dynamics and signal characteristics evaluated by the function $\psi_i(t)$ jointly decide that the signal should be triggered.

else if $\Pi_1^i > 0$ & $\Pi_3^i \leq 0$ which means that system dynamics determine that the signal should be triggered.

else if $\Pi_1^i \leq 0$ & $\Pi_3^i > 0$ which means that the signal is self triggered by its own characteristics.

**Case 2:** $f_i^i(t_{i,k}^i) \leq 0$, which means the sampled signal $\bar{y}_i(t_{i,k}^i)$ is discarded, then we have

if $\Pi_1^i + \Pi_3^i > 0$ which means that the coupling between the system and the communication network has a certain influence on restraining the sampled signals.

else if $\Pi_1^i \leq 0$ & $\Pi_3^i \leq 0$ which shows that both the system dynamics and the signal characteristics jointly decide that the signal should be discarded.
else if $\Pi_i^1 < 0$ & $\Pi_i^3 \geq 0$ which means that system dynamics determine that the signal should be discarded.

else $\Pi_i^1 \geq 0$ & $\Pi_i^3 < 0$ which means that communication network congestion prevents the sampled signal from being triggered.

Observe that, $\Pi_i^1$ is related to the system outputs, while $\Pi_i^3$ is related to network dynamics. Compared with the event-triggered schemes in [140] and [158], it is clear that, under the above event-triggered scheme, whether or not an event is triggered is determined not only by the current sampled signal and the latest released signal but also by the current network dynamics. More specifically, if $\Pi_i^1 \leq 0$, $\Pi_i^3 > 0$, but $\Pi_i^1 + \Pi_i^3 > 0$, under this event-triggered scheme, the sampled data is released. The reason for this case is that although transmission of this data is not necessary for the control system, the QoS index and the flow performance (window size and queue size) illustrate that the network is not congested, which means that the QoS of the communication network is adequate to transmit more data. Consequently, the sampled data is transmitted, thus improving the performance of the network and utilising network resources more efficiently. On the other hand, if $\Pi_i^1 > 0$, $\Pi_i^3 \leq 0$, but $\Pi_i^1 + \Pi_i^3 < 0$, then the sampled data is not transmitted. This situation is due to the fact that although the sampled data should be transmitted to guarantee the control system’s performance, the QoS and the flow dynamics show that the network is congested, and so no data can be transmitted.

**Remark 5.2.** In this chapter, we employ the Large Error First scheduling policy, which is different from the scheduling policy in [159]. In [159], the scheduler uses a mean value of the states of the applications as a form of performance index. While based on event-triggering characteristics, it is more efficient to use the error of measurement outputs to assign priorities to different filters.

**Remark 5.3.** As shown in (5.7), $\psi_i(t_{i,i}^h)$ ($i = 1, 2, \cdots, g$) is used in the event-
triggering scheme with network dynamics to jointly decide whether or not the current sampled signal needs to be triggered. Moreover, from \(\Pi_{13}\) in (5.11), this evaluated function \(\psi_i(t)\) can be applied in the fluid-flow model as an external control strategy to avoid communication network congestion. Therefore, such a novel evaluated function \(\psi_i(t)\) is a link to implement the codesign between networked systems and communication network under the proposed Information Dispatching Middleware framework for investigation of the distributed \(H_\infty\) filtering issue.

2) The Congestion Avoidance Module (CAM).

The Congestion Avoidance Module (CAM) is used to design a congestion control strategy for a transmission control protocol (TCP) communication network such that data-packets released from ISM can be successfully transmitted to a zero-order-holder to be held for filter design. To begin with, a dynamic model of TCP behaviour, which is based on a fluid-flow model, is given by [102]

\[
\begin{align*}
\dot{W}(t) &= \frac{1}{\tau(t)} - \frac{W(t)W(t-\tau(t))}{2\tau(t-\tau(t))}p(t-\tau(t)) \\
\dot{q}(t) &= \begin{cases} 
- C(t) + \frac{N(t)}{\tau(t)}W(t), & q(t) > 0 \\
\max \left\{0, -C(t) + \frac{N(t)}{\tau(t)}W(t)\right\}, & q(t) = 0 
\end{cases} \\
\tau(t) &= \frac{q(t)}{C(t)} + T_p
\end{align*}
\]  

(5.12)

where \(W(t)\) is the TCP window size; \(q(t)\) is the queue length; \(T_p\) is the propagation delay; \(\tau(t)\) is the round-trip time, which represents the network-induced delay; \(C(t)\) is the available link capacity; \(N(t)\) is the number of TCP sessions; and \(p(t)\) is the probability of packet marking satisfying \(0 \leq p(t) \leq 1\). This model reflects a fundamental characteristic named ‘additive increase and multiplicative decrease’ in typical TCP/IP communication networks. Moreover, simulation shows that this model captures well the qualitative behavior of TCP traffic flows [160]. In the past decade, active queue management (AQM) has played a key role in controlling
congestion in a TCP/IP communication network, because TCP with an AQM router can be considered as a feedback control system, allowing us to design congestion controllers using feedback control approaches. Consequently, a number of results on AQM-based congestion control have been reported in the literature [161], [113] and references therein.

Suppose that \( N(t) \) is a constant \( N \), and that \( W(t) \) and \( q(t) \) satisfy \( 0 \leq W(t) \leq \bar{W} \) and \( 0 \leq q(t) \leq \bar{q} \), where \( \bar{W} \) and \( \bar{q} \) denote maximum window size and buffer capacity, respectively. Take \((W(t), q(t))\) as the state and \( p(t) \) as the input. For given network parameters \((N, C_0, T_p)\) with \( C_0 \) being the nominal value of \( C(t) \), the operating point \((W_0, q_0, p_0)\) defined by \( \dot{W}(t) = 0 \) and \( \dot{q}(t) = 0 \) satisfies \( W_0 \in [0, \bar{W}] \), \( q_0 \in [0, \bar{q}] \), \( p_0 \in [0, 1] \), and \( \tau_0 = \frac{p_0}{C_0} + T_p \), \( W_0 = \frac{mC_0}{N} \) and \( p_0 = \frac{2}{\bar{W}_0} \). Denote \( \hat{x}(t) = \text{col}\{W(t) - W_0, q(t) - q_0\} \), \( \hat{u}(t) = p(t) - p_0 \) and \( \hat{v}(t) = \text{col}\{C(t) - C_0, C(t - \tau_0) - C_0\} \). Then at the operating point \((W_0, q_0, p_0)\), the nonlinear fluid-flow model (5.12) can be linearised in the following form

\[
\begin{align*}
\hat{x}(t) &= \hat{A}\hat{x}(t) + \hat{A}_d\hat{x}(t - \tau(t)) + \hat{B}\hat{u}(t - \tau(t)) + \hat{D}\hat{v}(t) \\
&= (\hat{A} + \hat{A}_d\tau(t))\hat{x}(t) + \hat{B}\hat{u}(t - \tau(t)) + \hat{D}\hat{v}(t)
\end{align*}
\]  

(5.13)

where

\[
\hat{A} = \begin{bmatrix} -\frac{N}{\tau_0 C_0} & -1 \\ -\frac{1}{\tau_0 C_0} & 0 \end{bmatrix}, \quad \hat{A}_d = \begin{bmatrix} -\frac{N}{\tau_0 C_0} & 1 \\ 0 & 0 \end{bmatrix},
\]

\[
\hat{B} = \begin{bmatrix} -\frac{1}{2N^2} \\ 0 \end{bmatrix}, \quad \hat{D} = \begin{bmatrix} \frac{\tau_0 - T_p}{\tau_0 C_0} & -\frac{\tau_0 - T_p}{\tau_0 C_0} \\ \frac{T_p}{\tau_0} & -\frac{T_p}{\tau_0} \end{bmatrix}.
\]

From the codesign point of view, in (5.13), we choose the variation of the available link capacity \( \delta C(t) = C(t) - C_0 \) as the networked system output error between the most recent sampled signal and the latest released signal. This is mapped to schedule the related short-lived information, such as state of system variation, alarm information and so on. From the linearisation process of the fluid-flow model, the delayed disturbance \( \delta C(t - \tau(t)) = C(t - \tau(t)) - C_0 \) also exists in (5.13). For the
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distributed filtering issue, we construct $\delta C_i(t)$ and $\delta C_i(t - \tau(t))$ as

$$\begin{align*}
\delta C_i(t) &= L_{i1}(e_i(t)) \\
\delta C_i(t - \tau(t)) &= L_{i2}(e_i(t))
\end{align*}$$

where $L_{i1}, L_{i2}$ are functions that map the networked system output error to its related short-lived information.

To incorporate the above details into the codesign process, we define the disturbance $\tilde{v}_i(t)$ of the fluid-flow model at the equilibrium as

$$\tilde{v}_i(t) = [\delta C_i(t), \delta C_i(t - \tau(t))]^T = [L_{i1}(e_i(t)), L_{i2}(e_i(t))]^T.$$ 

then

$$\tilde{v}(t) = \sum_{i=1}^{m} [L_{i1}(e_i(t)), L_{i2}(e_i(t))]^T.$$ 

In this chapter, it is assumed that

$$\tilde{v}(t) = \sum_{i=1}^{m} [F_{i1}, F_{i2}]^T e_i(t)$$ 

where $F_{i1}, F_{i2} \in \mathbb{R}^{1 \times m}$ are known real matrices.

From [113], it is true that the linearisation model in (5.13) offers an effective approach to the congestion control of a TCP/IP communication network. A state feedback controller can be designed such that the system (5.13) is asymptotically stable. Under the designed controller, the network dynamics of the TCP/IP communication network remain stable at the equilibrium point, which means that a satisfactory quality of service of the communication network can be ensured. On the other hand, the evaluation functions $\psi_i(t_i,kh) (i = 1, 2, \cdots, \varrho)$ introduced in ISM are used to dynamically allocate transmission priority of those data-packets triggered from ETP $i (i = 1, 2, \cdots, \varrho)$. Hence, the dynamic evaluation functions, regarded as an external control input, can be used to design suitable congestion controllers to enhance the stability of network dynamics. To this end, we slightly modify the system (5.13) to become

$$\dot{x}(t) = \tilde{A}x(t) + \tilde{A}_d x(t - \tau(t)) + \tilde{B}u_1(t - \tau(t)) + \tilde{B}u_2(t) + \tilde{D}v(t).$$ 

(5.16)
The objective of the CAM is to design congestion controllers in the form of
\[
\begin{align*}
\tilde{u}_1(t) &= K_1 x(t) \\
\tilde{u}_2(t) &= \sum_{i=1}^{g} K_{2i} \psi_i(t), \; t \in [t_{i,k} h, t_{i,k+1} h)
\end{align*}
\] (5.17)
such that the closed-loop system formed by (5.16) and (5.17) is asymptotically stable.

**The zero-order-hold (ZOH)**

Under the proposed Information Dispatching Middleware, the zero-order-holder (ZOH) of each distributed $H_\infty$ filter is event-driven. More specifically, the ZOH of filter $i$ receives a data packet $(i, t_{i,k}, \tilde{y}_i(t_{i,k} h))$ from the sensor node $i$ through the IP-based communication network. Due to the effects of the communication network, for the data packet $(i, t_{i,k}, \tilde{y}_i(t_{i,k} h))$, the network-induced delay induced by the fluid-flow model is
\[
\tau(t_{i,k}) = \frac{q(t_{i,k} h)}{C_0} + T_p,
\]
where the link capacity $C_0$ is fixed and $\tau_m \leq \tau(t_{i,k}) \leq \tau_M$, $k_i \in \mathbb{N}$, with $\tau_m$ the fixed propagation delay $T_p$ and $\tau_M$ the maximum allowable transmission network-induced delay. Then, the ZOH of the filter $i$ receives its data packets with the time sequence $\{t_1 h + \tau(t_{1i}), t_2 h + \tau(t_{2i}), \cdots, t_{i,k} h + \tau(t_{i,k}), \cdots\}$. This means that the ZOH $i$ keeps the data available until the new data arrives at $t_{k_i+1} h + \tau(t_{k_i+1} h)$. Hence, the holding zone of the filter $i$’s ZOH can be expressed as
\[
[t_{0i} + \tau_0, + \infty) = \bigcup_{k=1}^{\infty} [t_{i,k} h + \tau(t_{i,k}), t_{i,k+1} h + \tau(t_{i,k+1})]
\]
where $t_{0i} + \tau_0 = t_{1i} h + \tau(t_{1i})$.

**Distributed $H_\infty$ filters**

In this chapter, the distributed $H_\infty$ filter $i$ can be designed as a linear dynamic filter in the form of
\[
\begin{align*}
\dot{x}_i^j(t) &= A_i^j x_i^j(t) + B_i^j \tilde{y}_i(t_{i,k} h) \\
\dot{z}_i^j(t) &= C_i^j \dot{x}_i^j(t).
\end{align*}
\] (5.18)

Using the proposed Information Dispatching Middleware, once the ZOH receives the packet $(i, t_{i,k}, \tilde{y}_i(t_{i,k} h))$, it actuates the distributed $H_\infty$ filter $i$ with the signal
\(\tilde{y}_i(t_{i,k}h)\). Hence, we have

\[
\tilde{y}(t) = \tilde{y}(t_{i,k}h), \ t_{i,k}h + \tau(t_{i,k}h) \leq t < t_{i,k+1}h + \tau(t_{i,k+1}h)
\] (5.19)

Substituting (5.19) into (5.18) yields

\[
\begin{align*}
\dot{x}_j(t) &= A_{ij}x_j(t) + B_{ij}\tilde{y}(t) \\
z_j(t) &= C_{ij}x_j(t)
\end{align*}
\] (5.20)

where \(t_{i,k}h + \tau(t_{i,k}h) \leq t < t_{i,k+1}h + \tau(t_{i,k+1}h)\), and \(A_{ij}, B_{ij}, C_{ij}\) are filter parameters to be determined.

### 5.2.3 The model of the distributed \(H_\infty\) filtering error system

Based on the previous analysis, the distributed \(H_\infty\) filtering problem for networked systems is investigated by using the proposed the Information Dispatching Middleware including the Information Selection Module and the Congestion Avoidance Module.

We choose a set of sampled instants as \(\{sh|s \in \mathbb{N}\}\) and a set of released instants of each event-trigger processor as \(\{t_kh|k \in \mathbb{N}\}\). Define the corresponding following sampled instants for the current released instant \(t_kh\) as \(t_k^{l}h = t_kh + lh\), with \(t_k^{0} = 0, \ldots , L\). Set \(t_1h\) as the initial released instant and the next transmission instant for the \(t_kh\) instant can be derived as

\[
t_{k+1}h = t_kh + \inf_{l \geq 1}\{lh|\forall f_i(t_k^l h) > 0\}.
\] (5.21)

The holding zone of the distributor is \([t_1h, \infty) = \bigcup_{k=1}^{\infty}[t_kh + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h)]\).

The interval \([t_kh + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h)]\) can be divided into the following subsets as shown in Figure 5.5.

As can be seen from Figure 5.5, we have

\[
[t_kh + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h)] = \bigcup_{i=0}^{L} \Theta_i^k.
\] (5.22)

where if \(L = 0\), \(\Theta_i^k = [t_kh + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h)]\); if \(L \in \mathbb{N}\) exists, such that \((t_k + L)h + \tau(t_kh) \leq t_{k+1}h + \tau(t_{k+1}h)\) and \((t_k + L + 1)h + \tau(t_kh) > t_{k+1}h + \tau(t_{k+1}h)\).
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Figure 5.5: The subsets of the time interval \([t_kh + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h))\)

\[ \Theta^l_k = \left[ t_k^l h + \tau(t_kh), t_k^{l+1} h + \tau(t_kh) \right), \text{with } t_k^l = t_k + lh, \text{ when } l = 0, 1, \cdots, L - 1; \]

and \(\Theta^L_k = \left[ (t_k + L - 1) h + \tau(t_kh), t_{k+1}h + \tau(t_{k+1}h) \right) \) when \(l = L.\)

Then, we define

\[ d(t) = t - t_k^l h, t \in \Theta^l_k, l \in \{0, 1, \cdots, L\}. \tag{5.23} \]

If \(L = 0\), we have

\[ \tau_m \leq \tau(t_kh) \leq d(t) \leq (t_{k+1} - t_k)h \leq h + \tau_M; \tag{5.24} \]

If \(L \neq 0\), it yields

\[ \tau_m \leq \tau(t_kh) \leq d(t) \leq h + \tau(t_kh) \leq h + \tau_M. \tag{5.25} \]

It is clear that \(d(t)\) is a piecewise-line function satisfying

\[ \tau_m \leq \tau(t_kh) \leq d(t) \leq h + \tau(t_kh). \tag{5.26} \]

From (5.4), we obtain

\[ e_i(t_k^l h) = \bar{y}_i(t_{i,k}h) - \bar{y}_i(t_k^l h), t \in \Theta^l_k. \tag{5.27} \]

where \(\bar{y}_i(t_{i,k}h)\) is the latest released sampled data in the event-detector \(i\) for the corresponding instant \(t_kh).\]
Then, the input signal is obtained as
\[ \tilde{y}_i(t) = \tilde{y}_i(t_k h) = \tilde{y}_i(t^i_k h) + e_i(t^i_k h) \] (5.28)

where \( t \in [t_k h + \tau(t_k h), t_{k+1} h + \tau(t_{k+1} h)] \)

Denote
\[ \xi(t) = [\overline{x}_p(t), \bar{x}(t), \bar{x}_f(t)]^T, \quad \overline{x}_p(t) = \text{col}_N \{x_p(t)\}, \]
\[ \bar{x}_f(t) = \text{col}_N \{x^i_f(t)\}, \quad \varphi(t) = [\overline{\epsilon}_k(t - d(t)), \overline{\psi}(t - d(t))]^T, \]
\[ \overline{\epsilon}_k(t - d(t)) = \text{col}_N \{\epsilon^i_k(t - d(t))\}, \quad \overline{\psi}(t) = \text{col}_N \{\psi_i(t - d(t))\}, \]
\[ w(t) = \overline{w}_p(t), \quad \overline{w}_p(t) = \text{col}_N \{w_p(t)\}. \]

Combining (5.1), (5.15), (5.15), (5.16), (5.17) and (5.20), the filtering error system can be expressed as
\[
\begin{cases}
\dot{\xi}(t) = A\xi(t) + A_d H\xi(t - \tau(t)) + B_1 H\xi(t - d(t)) + B_2 \varphi(t) + B_3 w(t) \\
e(t) = E\xi(t) \\
\xi(\theta) = \text{col}_N \{\xi(t_0), 0\}, \quad \theta \in [-d_m, 0],
\end{cases}
\] (5.29)

for \( t \in [t^i_k h + \tau(t^i_k h), t^{i+1}_k h + \tau(t^{i+1}_k h)] \), where
\[
A = \begin{bmatrix} A_p & 0 & 0 \\ 0 & \tilde{A} & 0 \\ 0 & 0 & \tilde{A}_f \end{bmatrix}, \quad A_d = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{A}_d + \tilde{B}_1 \tilde{K}_1 \\ 0 & 0 \end{bmatrix}, \quad H = \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \end{bmatrix}, \\
B_1 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ \tilde{B}_f (A \otimes I) \tilde{C} \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{B}_2 K_2 \\ \tilde{B}_f \end{bmatrix}, \quad B_3 = \begin{bmatrix} \tilde{B}_p \\ 0 \\ 0 \end{bmatrix},
\]
\[ \tilde{A}_p = \text{diag}_N \{A_p\}, \quad \tilde{A}_f = \text{diag}_N \{A^i_f\}, \quad \tilde{C} = \text{vec}_N^T \{\text{col}_N \{C^i_p\}\}, \]
\[ \tilde{F} = \text{vec}_N \{\tilde{F}_i\}, \quad \tilde{K}_2 = \text{vec}_N \{\tilde{K}_{2i}\}, \quad \tilde{B}_p = \text{col}_N \{B_p\}, \quad \tilde{E}_p = \text{diag}_N \{E_p\}, \]
\[ \tilde{B}_f = \text{diag}_N \{B^i_f\}, \quad \tilde{C}_f = \text{diag}_N \{C^i_f\}, \quad E = [\tilde{E}_p \quad 0 - \tilde{C}_f]. \]

In this chapter, the distributed \( H_\infty \) filtering problem is stated as follows: given scalars \( \tau_m, \tau_M, d_m, d_M, \lambda > 0 \), and a prescribed level of disturbance attenuation \( \gamma > 0 \), design some suitable distributed filters in the form of (5.18), such that
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- The filter error system (5.29) with \( w(t) = 0 \) is asymptotically stable;
- Under zero initial condition, the filtering error system achieves a prescribed \( H_\infty \) performance level \( \gamma \), i.e. the filtering error \( e(t) \) satisfies \( \|e(t)\|_2 \leq \gamma \|w(t)\|_2 \), for any nonzero \( w(t) \in L_2[0, \infty) \).

5.3 Analysis and synthesis

5.3.1 Distributed \( H_\infty \) filtering performance analysis

In this section, given the filter parameters in (5.18), a sufficient condition for \( H_\infty \) performance analysis of the filtering error system (5.29) based on the Lyapunov-Krasovskii functional approach will be presented in the following theorem.

To begin with, we first introduce two lemmas, which are useful to solve the above problem.

**Lemma 5.1.** Let \( z(t) \in W[a, b) \) and \( z(a) = 0 \). Then for any \( n \times n \)-matrix \( R > 0 \), the following inequality holds

\[
\int_a^b z^T(\theta)Rz(\theta)d\theta \leq \frac{4(b-a)^2}{\pi^2} \int_a^b \dot{z}(\theta)R\dot{z}(\theta)d\theta
\]

**Lemma 5.2.** Let \( \Phi = \Phi^T, \Gamma_1 \) and \( \Gamma_2 \) be real matrices of appropriate dimensions, then

\[
\Phi + \Gamma_1 \Lambda(T)\Gamma_2 + \Gamma_2^T \Lambda^T(T)\Gamma_1^T < 0
\]

for all \( \Lambda(t) \) satisfying \( \Lambda^T(t)\Lambda(t) \leq I \), if and only if there exists a scalar \( \varepsilon > 0 \) such that

\[
\Phi + \varepsilon^{-1} \Gamma_1 \Gamma_1^T + \varepsilon \Gamma_2^T \Gamma_2 < 0.
\]

In this chapter, these inequalities are employed to investigate the issue of distributed \( H_\infty \) filtering.

**Theorem 5.1.** For given scalars \( \tau_m, \tau_M, d_m, d_M, \lambda \in (0, 1) \) and \( \gamma > 0 \), the filtering error system (5.29) is asymptotically stable with an \( H_\infty \) performance \( \gamma \), if there exist
matrices $\Omega > 0$, $P > 0$, $S > 0$, $Q_i > 0$, $R_i > 0 \ (i = 1, 2, 3, 4)$, with appropriate dimensions such that

$$
\begin{bmatrix}
\Psi_{11} & \Psi_{12} & \Psi_{13} & \Psi_{14} \\
* & \Psi_{22} & \Psi_{23} & \Psi_{24} \\
* & * & \Psi_{33} & \Psi_{34} \\
* & * & * & \Psi_{44}
\end{bmatrix} < 0
$$

(5.31)

where

$$
\Psi_{11} = \begin{bmatrix} A_{11} & H^T Q_3 & P A_d & 0 \\
* & -Q_1 + Q_2 - Q_3 - Q_4 & Q_4 & 0 \\
* & * & -2Q_4 & Q_4 \\
* & * & * & -Q_2 - Q_4
\end{bmatrix},
$$

$$
\Psi_{12} = \begin{bmatrix} H^T R_3 & PB_1 & 0 & PB_2 & PB_3 & \frac{\tau^2}{\gamma} H^T S \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
$$

$$
\Psi_{13} = \begin{bmatrix} \tau_m A_d^T H^T Q_3 & \tau A_d^T H^T Q_4 & d_m A_d^T H^T R_3 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix},
$$

$$
\Psi_{14} = \begin{bmatrix} d A_d^T H^T R_3 & d A_d^T H^T S & E^T \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix},
$$

$$
\Psi_{22} = \begin{bmatrix} \bar{R}_1 & R_4 & 0 & 0 \\
* & \bar{R}_2 & R_4 & 0 \\
* & * & -R_2 - R_4 & 0 \\
* & * & * & -H_1^T \Omega H_1 \\
\end{bmatrix},
$$

$$
\Psi_{23} = \begin{bmatrix} 0 & 0 & 0 & 0 \\
0 & \tau_m B_2^T H^T Q_3 & \tau B_2^T H^T Q_4 \\
0 & 0 & 0 & 0 \\
0 & 0 & \tau_m B_2^T H^T Q_3 & \tau B_2^T H^T Q_4 \\
\end{bmatrix},
$$

$$
\Psi_{24} = \begin{bmatrix} 0 & 0 & \bar{d} B_1^T H^T R_3 & \bar{d} B_1^T H^T S \\
0 & 0 & \bar{d} B_1^T H^T R_4 & \bar{d} B_1^T H^T S \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix},
$$

$$
\Psi_{33} = \begin{bmatrix} -\gamma^2 I & 0 & \tau_m B_3^T H^T Q_3 & \tau B_3^T H^T Q_4 \\
* & -\frac{\tau^2}{\gamma} S & 0 & 0 \\
* & * & -Q_3 & 0 \\
* & * & * & -Q_4 \\
\end{bmatrix},
$$
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\[ \Psi_{34} = \begin{bmatrix} d_m B_3^T H^T R_3 & \bar{d} B_3^T H^T R_4 & \bar{d} B_3^T H^T S & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \Psi_{44} = \begin{bmatrix} -R_3 & 0 & 0 & 0 \\ 0 & -R_4 & 0 & 0 \\ 0 & 0 & -S & 0 \\ 0 & 0 & 0 & -I \end{bmatrix}, \]

\[ G = \begin{bmatrix} (A \otimes I) C & 0 \\ 0 & I \end{bmatrix} \]

\[ \Lambda_{11} = P A + A^T P + H^T Q_1 H - H^T Q_3 H + H^T R_1 H \]

\[ -H^T R_3 H - \pi^2/4 H^T S H, \]

\[ \bar{\tau} = \tau_M - \tau_m, \bar{d} = d_M - d_m, \Omega = \text{diag} \{ \Omega_1, \Omega_2, \ldots, \Omega_q \}, \]

\[ \bar{R}_1 = -R_1 + R_2 - R_3 - R_4, \bar{R}_2 = -2R_4 + \lambda G^T H_2^T \Omega H_2 G, \]

\[ H_1 = \begin{bmatrix} I_{1\times m} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & I_{1\times 2} & 0 & \cdots & 0 \\ 0 & I_{1\times m} & 0 & \cdots & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & I_{1\times 2} & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & I_{1\times m} & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & I_{1\times 2} \end{bmatrix}, \]

\[ H_2 = \begin{bmatrix} I_{1\times m} & 0 & 0 & \cdots & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & I_{1\times 2} \\ 0 & I_{1\times m} & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 & I_{1\times 2} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & I_{1\times m} & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 & I_{1\times 2} \end{bmatrix}. \]

Proof. Choose a Lyapunov-Krasovskii functional candidate as

\[ V(t, \xi(t)) = V_1(t, \xi(t)) + V_2(t, \xi(t)) + V_3(t, \xi(t)) \tag{5.32} \]

where

\[ V_1(t, \xi(t)) = \xi^T(t) P \xi(t) \]

\[ V_2(t, \xi(t)) = \int_{t - \tau_m}^t \xi^T(s) H^T Q_1 H \xi(s) ds \]

\[ + \int_{t - \tau_m}^t \xi^T(s) H^T Q_2 H \xi(s) ds \]

\[ + \tau_m \int_{t - \tau_m}^t \int_s^t \xi^T(\theta) H^T Q_3 H \xi(\theta) d\theta ds \]
\[ V_3(t, \xi(t)) = \int_{t-d_m}^{t} \xi^T(s)H^TR_1H\xi(s)ds \\
+ \int_{t-d_m}^{t} \xi^T(s)H^TR_2H\xi(s)ds \\
+ d_m \int_{t-d_m}^{t} \int_{s}^{t} \xi^T(\theta)H^TR_3H\dot{\xi}(\theta)d\theta ds \\
+ \bar{d} \int_{t-d_m}^{t} \int_{s}^{t} \xi^T(\theta)H^TR_4H\dot{\xi}(\theta)d\theta ds \\
+ \bar{d}^2 \int_{t-\rho(t)}^{t} \xi^T(s)H^TSH\dot{\xi}(s)ds \\
- \frac{\pi^2}{4} \int_{t-\rho(t)}^{t} \xi^T(s)H^TSH\ddot{\xi}(s)ds \]

and \( P > 0, Q_i > 0, R_i > 0 \) (\( i = 1, 2, 3, 4 \)), \( S > 0, \bar{\xi}(s) = \xi(s) - \xi(s - \rho(t)) \) and \( \rho(t) = d(t) - \tau(t_{kh}). \)

By using Lemma 5.1, we can derive that

\[ \bar{d}^2 \int_{t-\rho(t)}^{t} \xi^T(s)H^TSH\dot{\xi}(s)ds \geq \frac{\pi^2}{4} \int_{t-\rho(t)}^{t} \xi^T(s)H^TSH\ddot{\xi}(s)ds \]

which means that the Lyapunov-Krasovskii functional candidate \( V(t, \xi(t)) \geq 0. \)

Taking the derivative of \( V(t, \xi(t)) \) with respect to \( t \) along the trajectory of system (5.29) yields

\[ \dot{V}(t, \xi(t)) = \dot{V}_1(t, \xi(t)) + \dot{V}_2(t, \xi(t)) + \dot{V}_3(t, \xi(t)) \quad (5.33) \]

where

\[ \dot{V}_1(t, \xi(t)) = 2\xi^T(t)P(A\xi(t) + A_dH\xi(t - \tau(t)) \\
+ B_1H\xi(t - d(t)) + B_2\varphi(t - d(t)) + B_3\omega(t)) \]

\[ \dot{V}_2(t, \xi(t)) = \xi^T(t)H^TQ_1H\xi(t) \\
- \xi^T(t - \tau_m)H^TQ_1H\xi(t - \tau_m) \]
\[ + \xi^T(t - \tau_m)H^TQ_2H\xi(t - \tau_m) \]
\[ - \xi^T(t - \tau_M)H^TQ_2H\xi(t - \tau_M) \]
\[ + \tau_m^2 \xi^T(t)H^TQ_3H\xi(t) \]
\[ - \tau_m \int_{t - \tau_m}^{t} \dot{\xi}^T(s)H^TQ_3H\dot{\xi}(s)ds \]
\[ + \tau^2 \xi^T(t)H^TQ_4H\dot{\xi}(t) \]
\[ - \tau \int_{t - \tau_M}^{t - \tau_m} \dot{\xi}^T(s)H^TQ_4H\dot{\xi}(s)ds \]
\[ \dot{V}_3(t, \xi(t)) = \xi^T(t)H^TR_1H\xi(t) \]
\[ - \xi^T(t - d_m)H^TR_1H\xi(t - d_m) \]
\[ + \xi^T(t - d_m)H^TR_2H\xi(t - d_m) \]
\[ - \xi^T(t - d_M)H^TR_3H\xi(t - d_M) \]
\[ + d_m^2 \dot{\xi}^T(t)H^TR_3H\dot{\xi}(t) \]
\[ - d_m \int_{t - d_m}^{t} \dot{\xi}^T(s)H^TR_3H\dot{\xi}(s)ds \]
\[ + d_m^2 \dot{\xi}^T(t)H^TR_4H\dot{\xi}(t) \]
\[ - d \int_{t - d_m}^{t - d_m} \dot{\xi}^T(s)H^TR_4H\dot{\xi}(s)ds \]
\[ + d_m^2 \dot{\xi}^T(t)H^TSH\dot{\xi}(t) \]
\[ - \frac{\pi^2}{4} \xi^T(t)H^TSH\xi(t) \]
\[ + \frac{\pi^2}{4} \xi^T(t)H^TSH\xi(t - \rho(t)) \]
\[ + \frac{\pi^2}{4} \xi^T(t - \rho(t))H^TSH\xi(t) \]
\[ - \frac{\pi^2}{4} \xi^T(t - \rho(t))H^TSH\xi(t - \rho(t)) \]

From the definition of \( t_{i,k}^th \), it is clear that \( t_{i,k}^th \in [t_{i,k}^h + \tau(t_{i,k}), \ t_{i,k+1}^h + \tau(t_{i,k+1}) \]. Then from the event-triggering scheme (5.7), it is known that the next transmitted instant is \( t_{k+1}^h \), which means that

\[ \exists_i(t_{i,k}^h)^T\Omega_i\exists_i(t_{i,k}^h) < \lambda_{\delta_i}(t_{i,k}^h)^T\Omega_i\delta_i(t_{i,k}^h) \]  

(5.34)
Then, for all distributed sensors, we have

$$
\varphi^T(t_k^1 h) H_1^T \Omega H_1 \varphi(t_k^1 h) < \lambda \xi^T(t_k^1 h) G^T H_2^T \Omega H_1 \varphi(t_k^1 h)
$$

(5.35)

Thus

$$
\dot{V}(t, \xi(t)) \leq V(t, \xi(t)) + e^T(t)e(t) - \gamma^2 w^T(t)w(t) - e^T(t)e(t) + \gamma^2 w^T(t)w(t) + \lambda \xi^T(t_k^1 h) G^T H_2^T \Omega H_1 \xi(t_k^1 h) - \varphi^T(t_k^1 h) H_1^T \Omega H_1 \varphi(t_k^1 h).
$$

(5.36)

By using Jensen integral inequalities from [115] and [116], the following inequalities hold

$$
-\tau_m \int_{t-\tau_m}^{t} \dot{\xi}^T(s) H^T Q_3 H \dot{\xi}(s) ds \leq

\begin{bmatrix}
\xi(t) \\
H \xi(t-\tau_m)
\end{bmatrix}^T
\begin{bmatrix}
-H^T Q_3 H & H^T Q_3 \\
* & -Q_3
\end{bmatrix}
\begin{bmatrix}
\xi(t) \\
H \xi(t-\tau_m)
\end{bmatrix},
$$

$$
-(\tau_M - \tau_m) \int_{t-\tau_M}^{t} \dot{\xi}^T(s) H^T Q_4 H \dot{\xi}(s) ds \leq

\begin{bmatrix}
H \xi(t-\tau_m) \\
H \xi(t-\tau(t)) \\
H \xi(t-\tau_M)
\end{bmatrix}^T
\begin{bmatrix}
-\gamma_4 & \gamma_4 & 0 \\
* & -2\gamma_4 & \gamma_4 \\
* & * & -\gamma_4
\end{bmatrix}
\begin{bmatrix}
H \xi(t-\tau_m) \\
H \xi(t-\tau(t)) \\
H \xi(t-\tau_M)
\end{bmatrix},
$$

$$
-d_m \int_{t-d_m}^{t} \dot{\xi}^T(s) H^T R_3 H \dot{\xi}(s) ds \leq

\begin{bmatrix}
\xi(t) \\
H \xi(t-d_m)
\end{bmatrix}^T
\begin{bmatrix}
-H^T R_3 H & H^T R_3 \\
* & -R_3
\end{bmatrix}
\begin{bmatrix}
\xi(t) \\
H \xi(t-d_m)
\end{bmatrix},
$$

$$
-(d_M - d_m) \int_{t-d_M}^{t} \dot{\xi}^T(s) H^T R_4 H \dot{\xi}(s) ds \leq

\begin{bmatrix}
H \xi(t-d_m) \\
H \xi(t-d(t)) \\
H \xi(t-d_M)
\end{bmatrix}^T
\begin{bmatrix}
-R_4 & \gamma_4 & 0 \\
* & -2\gamma_4 & \gamma_4 \\
* & * & -\gamma_4
\end{bmatrix}
\begin{bmatrix}
H \xi(t-d_m) \\
H \xi(t-d(t)) \\
H \xi(t-d_M)
\end{bmatrix}.
Then we have
\[
\dot{V}(t, \xi(t)) + e^T(t)e(t) - \gamma^2 w^T(t)w(t) \leq \eta^T(t)(\Xi - \tilde{\Psi}_1\Psi_{33}\tilde{\Psi}_1^T - \tilde{\Psi}_2\Psi_{44}\tilde{\Psi}_2^T)\eta(t)
\]
where
\[
\Xi = \begin{bmatrix}
\Psi_{11} & \Psi_{12} \\
\ast & \Psi_{22}
\end{bmatrix}, \quad \tilde{\Psi}_1 = \begin{bmatrix}
\Psi_{13} \\
\Psi_{23}
\end{bmatrix}, \quad \tilde{\Psi}_2 = \begin{bmatrix}
\Psi_{14} \\
\Psi_{24} \\
\Psi_{34}
\end{bmatrix},
\]
with
\[
\eta(t) = \text{col}\{\xi(t), H\xi(t-\tau_m), H\xi(t-\tau(t)), H\xi(t-\tau_M), H\xi(t-d_m), H\xi(t-d(t)), H\xi(t-d_M), \varphi(t), w(t), \xi(t - \rho(t))\}.
\]

From (5.31) and Schur complement, we obtain
\[
\Xi - \tilde{\Psi}_1\Psi_{33}\tilde{\Psi}_1^T - \tilde{\Psi}_2\Psi_{44}\tilde{\Psi}_2^T < 0.
\]

Therefore, from the above discussion, for \(t \in [t_{i,k}h + \tau(t_{i,k}), t_{i,k+1}h + \tau(t_{i,k+1})]\), if \(w(t) \neq 0\), we have
\[
\dot{V}(t, \xi(t)) \leq -e^T(t)e(t) + \gamma^2 w^T(t)w(t)
\]
(5.38)

Under zero initial condition, integrating both sides of (5.38) from \(t\) and letting \(t \to \infty\), we have \(\|e(t)\|_2 \leq \gamma\|w(t)\|_2\), which means that the filtering error system satisfies an \(H_\infty\) performance \(\gamma\).

When \(w(t) = 0\), (5.37) reflects that there exists a \(\rho > 0\), such that
\[
\dot{V}(t, \xi(t)) < -\rho\xi^T(t)\xi(t)
\]
(5.39)
for \(\xi(t) \neq 0\). Therefore, it can be concluded that the filtering error system is asymptotically stable if the matrix inequalities in (5.31) are true. This completes the proof. \(\square\)
5.3.2 Co-design of distributed $H_\infty$ filters, congestion controllers and the event-triggering scheme

In this section, we provide a method to co-design the distributed $H_\infty$ filter parameters, the congestion controllers and the event-triggering scheme parameters based on Theorem 5.1.

**Theorem 5.2.** For given parameters $\lambda \in (0, 1)$ and $\gamma > 0$, the distributed $H_\infty$ filtering problem for the resulting filter error system (5.29) is solvable if there exist $\epsilon > 0$, matrices $P_1 > W > 0$, $R_i > 0$, $Q_i > 0$ ($i = 1, 2, 3, 4$), $S > 0$, $\Omega > 0$, $Y_1$, $Y_2$, $\hat{A}_f$, $\hat{B}_f$, $\hat{C}_f$ with appropriate dimensions, such that

$$
\begin{bmatrix}
\tilde{\Psi}_{11} & \tilde{\Psi}_{12} & \tilde{\Psi}_{13} & \tilde{\Psi}_{14} \\
* & \tilde{\Psi}_{22} & \tilde{\Psi}_{23} & \tilde{\Psi}_{24} \\
* & * & \tilde{\Psi}_{33} & \tilde{\Psi}_{34} \\
* & * & * & \tilde{\Psi}_{44}
\end{bmatrix} < 0 \quad (5.40)
$$

$$
\begin{bmatrix}
P_1 & EW \\
* & W
\end{bmatrix} > 0 \quad (5.41)
$$

where

$$
\tilde{\Psi}_{11} =
\begin{bmatrix}
\hat{A}_{11} & E & Q_3 & P_1 \hat{A}_d & 0 \\
* & \hat{A}_f + \hat{A}_f^T & 0 & WE^T \hat{A}_d & 0 \\
* & * & Q & Q_4 & 0 \\
* & * & * & -2Q_4 & Q_4 \\
* & * & * & * & -Q_2 - Q_4
\end{bmatrix}
,$$

$$
\tilde{\Psi}_{12} =
\begin{bmatrix}
R_3 & E \hat{B}_f \hat{A} & 0 & P_1 \hat{D} + E \hat{B}_f \hat{I} & PB_31 \\
0 & \hat{B}_f \hat{A} & 0 & WE^T \hat{D} + \hat{B}_f \hat{I} & WE^T B_31 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
,$$

$$
\tilde{\Psi}_{13} =
\begin{bmatrix}
\tilde{\tau}^2 S & \tau_m A_{11}^T Q_3 & \tilde{\tau} A_{11}^T Q_4 & d_m A_{11}^T R_3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & \tau_m A_d^T Q_3 & \tilde{\tau} A_d^T Q_4 & d_m A_d^T R_3 \\
0 & 0 & 0 & 0
\end{bmatrix}
,$$
\[
\tilde{\Psi}_{14} = \begin{bmatrix}
\tilde{d}A_{11}^T R_4 & \tilde{d}A_{11}^T S & \tilde{E}_g^T & P_1 & 0 \\
0 & 0 & -C_f^T & W & E^T & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\tilde{d}A_d^T R_4 & \tilde{d}A_d^T S & 0 & 0 & \tilde{B}_1^T Y_1^T & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]
\[
\tilde{\Psi}_{22} = \begin{bmatrix}
\tilde{R}_1 & R_4 & 0 & 0 \\
* & \tilde{R}_2 & R_4 & 0 \\
* & * & -R_2 - R_4 & 0 \\
* & * & * & -H_1^T \Omega H_1
\end{bmatrix},
\]
\[
\tilde{\Psi}_{23} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \tau_m \tilde{D}^T Q_3 & \tilde{D}^T Q_4
\end{bmatrix},
\]
\[
\tilde{\Psi}_{24} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
d_m \tilde{D}^T R_3 & \tilde{d}D^T R_4 & \tilde{d}D^T S & 0 & 0 & \tilde{B}_2^T Y_2^T
\end{bmatrix}
\]
\[
\tilde{\Psi}_{33} = \begin{bmatrix}
-\gamma^2 I & 0 & \tau_m \tilde{B}_{31}^T Q_3 & \tilde{B}_{31}^T Q_4 \\
* & -\frac{\pi^2}{4} S & 0 & 0 \\
* & * & -Q_3 & 0 \\
* & * & * & -Q_4
\end{bmatrix},
\]
\[
\tilde{\Psi}_{34} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \tau_m Q_3 & 0 \\
d_m \tilde{B}_{31}^T R_3 & \tilde{d}B_{31}^T R_4 & \tilde{d}B_{31}^T S & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]
\[
\tilde{\Psi}_{44} = \begin{bmatrix}
-R_3 & 0 & 0 & 0 & d_m R_3 & 0 \\
0 & -R_4 & 0 & 0 & \tilde{d}R_4 & 0 \\
0 & 0 & -S & 0 & \tilde{d}S & 0 \\
0 & 0 & 0 & -I & 0 & 0 \\
0 & 0 & 0 & 0 & -\epsilon^{-1} I & 0 \\
0 & 0 & 0 & 0 & 0 & -\epsilon P_1
\end{bmatrix},
\]
\[
\tilde{Q} = -Q_1 + Q_2 - Q_3 - Q_4, \quad \tilde{E} = E \tilde{A}_f + A_{11}^T E W^T, \quad \tilde{\Lambda}_{11} = P_1 A_{11} + A_{11}^T P_1 + Q_1 - Q_3 + R_1 - R_3 - \frac{\pi^2}{4} S,
\]

with

\[
\tilde{A}_f = P_2 \tilde{A}_f P_3^{-T} P_2^T, \quad \tilde{B}_f = P_2 \tilde{B}_f, \quad \tilde{C}_f = P_2 P_3^{-1} \tilde{C}_f,
\]
\[
W = P_2 P_3^{-1} P_2^T, \quad \tilde{I} = [I \quad 0], \quad E = [0 \quad I],
\]
\[ A_{11} = \begin{bmatrix} \bar{A} & 0 \\ 0 & \bar{A} \end{bmatrix}, \quad \bar{A} = \begin{bmatrix} (A \otimes I) \bar{C} \\ 0 \end{bmatrix}, \quad \bar{D} = \begin{bmatrix} 0 & 0 \\ \bar{D}F & 0 \end{bmatrix}, \]

\[ \bar{A} = \begin{bmatrix} 0 & 0 & 0 & \bar{A}_d \\ 0 & 0 & 0 & \bar{A}_d \end{bmatrix}, \quad \bar{D} = \begin{bmatrix} 0 & 0 & 0 & \bar{D} \end{bmatrix}, \quad \bar{D} = \begin{bmatrix} 0 & 0 & 0 & \bar{D} \bar{F} & 0 \end{bmatrix}, \]

\[ \bar{A} = \begin{bmatrix} (A \otimes I) \bar{C} \\ 0 \end{bmatrix}, \quad \bar{E}_p = \begin{bmatrix} \bar{E}_p & 0 \end{bmatrix}, \]

\[ B_{31} = \begin{bmatrix} \bar{B}_p \\ 0 \end{bmatrix}, \quad \bar{B}_1 = \begin{bmatrix} 0 \\ \bar{B}_1 \end{bmatrix}, \quad \bar{B}_2 = \begin{bmatrix} 0 \\ \bar{B}_2 \end{bmatrix}, \]

\[ \bar{B}_1 = \text{diag}\{-\frac{\tau_0^2 C_0}{2N^2}, -\frac{\tau_0^2 C_0}{2N^2}\}, \quad \bar{B}_2 = \text{diag}\{-\frac{\tau_0^2 C_0}{2}, \cdots, -\frac{\tau_0^2 C_0}{2N^2}\}_{2 \times 2e}. \]

Moreover, if the above conditions are feasible, the parameters of the distributed filters are given as

\[ \tilde{A}_f = \hat{A}_f W^{-1}, \quad \tilde{B}_f = \hat{B}_f, \quad \tilde{C}_f = \hat{C}_f W^{-1}. \]

The congestion controller parameters are as

\[ \tilde{K}_1 = P_1^{-1} Y_1, \quad \tilde{K}_2 = P_1^{-1} Y_2. \]

**Proof.** Introduce the following matrix variables:

\[ J_1 = \begin{bmatrix} I \\ 0 \end{bmatrix}, \quad P = \begin{bmatrix} P_1 \\ P_2 \end{bmatrix}. \]

By using the Schur complement, we can infer from (5.41) that \( P_1 - EWE^T > 0. \)

We then perform congruence transformations to (5.31) by \( \text{diag}\{J_1^T, I, I, I, I, I, I, I, I, I, I\} \) and define new variables \( W = P_2 P_3^{-1} P_2^T, \quad \hat{A}_f = P_2 \bar{A}_f P_3^{-T} P_2^T, \)

\( \hat{B}_f = P_2 \bar{B}_f, \quad \hat{C}_f = P_2 P_3^{-1} \hat{C}_f \) and set \( \hat{B}_1 = \text{diag}\{-\frac{\tau_0^2 C_0}{2N^2}, -\frac{\tau_0^2 C_0}{2N^2}\}, \quad \bar{B}_2 = \text{diag}\{-\frac{\tau_0^2 C_0}{2N^2}, \cdots, -\frac{\tau_0^2 C_0}{2N^2}\}_{2 \times 2e}, \quad Y_1 = P_1 \tilde{K}_1, \quad Y_2 = P_2 \tilde{K}_2. \) Employing Lemma 5.2 and the Schur complement, we can then derive the condition (5.40) to design the distributed \( H_\infty \) filters and congestion controllers.

In addition, according to the definitions of \( \hat{A}_f, \hat{B}_f \) and \( \hat{C}_f, \) we obtain

\[ \begin{bmatrix} \hat{A}_f & \hat{B}_f \\ \hat{C}_f & 0 \end{bmatrix} = \begin{bmatrix} P_2^{-1} & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{A}_f & \hat{B}_f \\ \hat{C}_f & 0 \end{bmatrix} \begin{bmatrix} P_2^{-T} P_3 & 0 \\ 0 & I \end{bmatrix} \]
Then, it is easy to obtain the distributed $H_\infty$ filter parameters, which are as

$$\bar{A}_f = \hat{A}_f W^{-1}, \quad \bar{B}_f = \hat{B}_f, \quad \bar{C}_f = \hat{C}_f W^{-1}.$$ 

where $W = P_2 P_3^{-1} P_2^T$.

Therefore, we can conclude that the filter $(\bar{A}_f, \bar{B}_f, \bar{C}_f)$ defined in (5.20) guarantees the filtering error system (5.29) to be asymptotically stable with an $H_\infty$ noise attenuation level bound $\gamma$. This completes the proof. 

As can be seen from Theorem 5.2, for a given prescribed distributed $H_\infty$ filtering performance $\gamma > 0$, and choosing the proper threshold $\lambda$ in the Information Selection Module for each event-detector, we can obtain $H_\infty$ distributed filters codesigned with the Information Dispatching Middleware that include the Information Selection Module and the Congestion Avoidance Module.

### 5.4 A simulation example

In this section, a numerical example is given to illustrate the effectiveness of the proposed scheduling framework for networked systems to investigate the distributed $H_\infty$ filtering issue.

Consider a networked system (5.1) with the following parameters

$$A_p = \begin{bmatrix} -1.1595 & 0.1890 & -0.2713 \\ -0.1251 & 0 & -0.1 \\ -0.230 & 0.6740 & -0.152 \end{bmatrix}, \quad B_p = \begin{bmatrix} 0.1350 \\ 0.0128 \\ 0.1021 \\ 0.0510 \end{bmatrix},$$

$$C^1_p = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \end{bmatrix}, \quad C^2_p = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \end{bmatrix}, \quad C^3_p = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \end{bmatrix},$$

$$C^4_p = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}, \quad E_p = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.1 \end{bmatrix}.$$

The scenario to be considered has four different sensors deployed in a distributed area to monitor the networked system outputs $y_i(t)(i = 1, 2, 3, 4)$ for the corresponding distributed $H_\infty$ filters. Figure 5.6 shows the communication among these sensors.

sensors. Based on such a communication topology, the adjacency matrix $\mathcal{A}$ with coupled weights is as

$$
\mathcal{A} = \begin{bmatrix}
1 & 0.01 & 0.015 & 0 \\
0.012 & 1 & 0 & 0.08 \\
0.08 & 0 & 1 & 0 \\
0.026 & 0 & 0 & 1
\end{bmatrix}
$$

To simplify, we consider a low speed TCP/AQM communication network with one router, and the network parameters for the fluid-flow model (5.16) are shown in Table 5.1.

Table 5.1: A low speed TCP/AQM communication network

<table>
<thead>
<tr>
<th>TCP session number $N$</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link capacity $C$</td>
<td>5000 packets/second</td>
</tr>
<tr>
<td>Round trip time $\tau_0$</td>
<td>0.25s</td>
</tr>
<tr>
<td>Propagation delay $T_p$</td>
<td>0.1s</td>
</tr>
<tr>
<td>Queue size $q_0$</td>
<td>750 packets</td>
</tr>
<tr>
<td>Window size $W_0$</td>
<td>25 packets</td>
</tr>
<tr>
<td>Probability of packet mark $p_0$</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

For this environment, we choose the sampling period $h = 0.2s$, $\tau_m = 0.1s$, $\tau_M = 0.35s$ and the exogenous disturbance noise $\omega(t) = [10e^{-t^2} \sin(3\pi t); 0]$.

The threshold $\lambda$ in the Information Selection Module for each event-trigger processor is set as $\lambda = 0.2$ and the prescribed distributed $H_\infty$ performance is set as $\gamma = 0.5$, which is larger than the optimal $H_\infty$ performance 0.2887 under the proposed
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Theorem 5.2. In the proposed Information Dispatching Middleware, the Information Selection Module has a generator with four event-trigger processors. By using the proposed codesign strategy in Theorem 5.2, we can obtain its weighting matrices as

\[
\begin{align*}
\Omega_{11}^1 &= \begin{bmatrix} 62.6412 & -62.5527 \\ -62.5527 & 62.7606 \end{bmatrix}, \\
\Omega_{12}^1 &= \begin{bmatrix} -145.5193 & -5.7456 \\ 145.4572 & 5.0615 \end{bmatrix} \times 10^{-6}, \\
\Omega_{11}^2 &= \begin{bmatrix} 3.7377 & 0.2538 \\ -1.2538 & 0.7248 \end{bmatrix}, \\
\Omega_{12}^2 &= \begin{bmatrix} 427.5793 & -165.4494 \\ -521.8813 & -2.3041 \end{bmatrix} \times 10^{-8}, \\
\Omega_{11}^3 &= \begin{bmatrix} 0.1288 & 0.0242 \\ 0.0242 & 0.3136 \end{bmatrix}, \\
\Omega_{12}^3 &= \begin{bmatrix} -48.0044 & -3.6159 \\ 62.9386 & -4.8465 \end{bmatrix} \times 10^{-7}, \\
\Omega_{11}^4 &= \begin{bmatrix} 118.1876 & -118.0471 \\ -118.0471 & 118.1876 \end{bmatrix}, \\
\Omega_{12}^4 &= \begin{bmatrix} -31.5623 & -6.4842 \\ -31.5623 & -6.4842 \end{bmatrix} \times 10^{-7}. 
\end{align*}
\]

Remark 5.4. It can be seen from these four weighting matrices, \( \Omega_{12}^1 = \Omega_{22}^1 = \Omega_{22}^3 = \Omega_{22}^4 \), which shows that the network dynamics have the same influence on each event-triggering processor in the Information Selection Module of the Information Dispatching Middleware.

In this simulation, the controller gains for the Congestion Avoidance Module are

\[
\tilde{K}_1 = \begin{bmatrix} -1.9936 & 0.0436 \end{bmatrix}, \tilde{K}_2 = \begin{bmatrix} -0.0008 & -0.0203 \\ -0.0487 & -0.0097 \\ 0.0102 & -0.0237 \\ -0.3001 & -0.0612 \end{bmatrix} \times 10^{-8}.
\]

By using such a control strategy, the network dynamics can be shown in Figure 5.7.

Under the scheduling strategy in the Congestion Avoidance Module, the released data packet sequences from the sensor nodes to the distributed \( H_\infty \) filters are shown in Figure 5.8–5.11. It should be pointed out that by using the derived scheduling strategy in the Congestion Avoidance Module of the Information Dispatching
Middleware, all the packets released from the Information Selection Module are transmitted within the preset allowable time delay interval [0.1s, 0.35s].

With the desired $H_{\infty}$ performance and the proposed codesign strategy, the corresponding distributed $H_{\infty}$ filters are obtained as

$$A_1^f = \begin{bmatrix} -12.2308 & 1.2669 & 0.4129 \\ 2.3354 & -4.7254 & -1.0726 \\ -1.9755 & 1.0211 & -0.9095 \end{bmatrix}$$

$$B_1^f = \begin{bmatrix} -0.1946 \\ -0.3916 \\ 0.0367 \end{bmatrix}$$

$$C_1^f = \begin{bmatrix} 0.1791 \\ -0.1402 \\ -1.1956 \end{bmatrix}$$

$$A_2^f = \begin{bmatrix} -12.6563 & 1.9947 & -1.5902 \\ 2.7139 & -6.8801 & -4.4038 \\ -1.9891 & 1.0343 & -0.9298 \end{bmatrix}$$

$$B_2^f = \begin{bmatrix} -0.6389 \\ -0.0614 \\ 0.3054 \end{bmatrix}$$

$$C_2^f = \begin{bmatrix} 0.1251 \\ -0.2682 \\ -1.0751 \end{bmatrix}$$

Figure 5.7: Network dynamics
5.4. A SIMULATION EXAMPLE

Figure 5.8: Sampling, releasing and data arriving instants for filter 1

Figure 5.9: Sampling, releasing and data arriving instants for filter 2
Figure 5.10: Sampling, releasing and data arriving instants for filter 3

Figure 5.11: Sampling, releasing and data arriving instants for filter 4
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\[ A_3^f = \begin{bmatrix} -12.2628 & 1.4983 & -2.3040 \\ 2.4629 & -5.5115 & -2.3511 \\ -1.9817 & 1.06551 & -0.8017 \end{bmatrix} \]

\[ B_3^f = \begin{bmatrix} -0.2702 & -0.2358 \\ 1.6422 & -1.2605 \\ 0.4709 & -0.0990 \end{bmatrix} \]

\[ C_3^f = \begin{bmatrix} 0.1464 & -0.1891 & -1.0868 \end{bmatrix} \]

\[ A_4^f = \begin{bmatrix} -12.3862 & 1.9581 & -1.9217 \\ 2.6880 & -6.0575 & -3.5146 \\ -1.9966 & 1.0603 & -0.8083 \end{bmatrix} \]

\[ B_4^f = \begin{bmatrix} 0.4235 & -0.4760 \\ -1.1816 & 0.0091 \\ -0.4119 & 0.2563 \end{bmatrix} \]

\[ C_4^f = \begin{bmatrix} 0.1285 & -0.2362 & -1.0505 \end{bmatrix} \]

The output signal \( z_p(t) \) of the networked system and filter output signals \( z_1^f(t) \), \( z_2^f(t) \), \( z_3^f(t) \), \( z_4^f(t) \) are shown in Figure 5.12.

![Figure 5.12: Estimation signals \( z(t) \) and \( z_1^f(t) \), \( z_2^f(t) \), \( z_3^f(t) \), \( z_4^f(t) \)](image_url)

In the proposed Information Selection Module, whether or not the sampled sig-
nals are released depends on the mechanism of the event-triggering processors, which are designed not only from the systems dynamics, but also from the network dynamics. As discussed in the Information Selection Module, there are two cases for the sampled signals, which indicate whether the sampled signals are triggered or discarded. The rules are designed as

**Case 1:** \( \Pi_1^i + \Pi_2^i + \Pi_3^i > 0 \)

- **T1:** \( \Pi_1^i + \Pi_3^i \leq 0, \)
- **T2:** \( \Pi_1^i > 0 \) \& \( \Pi_3^i > 0, \)
- **T3:** \( \Pi_1^i + \Pi_3^i > 0 \) \& \( \Pi_1^i > 0 \) \& \( \Pi_3^i \leq 0, \)
- **T4:** \( \Pi_1^i + \Pi_3^i > 0 \) \& \( \Pi_1^i \leq 0 \) \& \( \Pi_3^i > 0; \)

**Case 2:** \( \Pi_1^i + \Pi_2^i + \Pi_3^i \leq 0 \)

- **D1:** \( \Pi_1^i + \Pi_3^i > 0, \)
- **D2:** \( \Pi_1^i \leq 0 \) \& \( \Pi_3^i \leq 0, \)
- **D3:** \( \Pi_1^i + \Pi_3^i \leq 0 \) \& \( \Pi_1^i < 0 \) \& \( \Pi_3^i \geq 0, \)
- **D4:** \( \Pi_1^i + \Pi_3^i \leq 0 \) \& \( \Pi_1^i \geq 0 \) \& \( \Pi_3^i < 0. \)

where \( \Pi_1^i, \Pi_2^i, \Pi_3^i \) are defined in (5.11).

The simulation results show the event-triggering processor’s interaction between the dynamics of the networked system and the dynamics of the communication network. All the sampled data can be classified in Table 5.2.

In this table, from the rules T3 and D2, it can be seen that the system dynamics are the major role, which determines whether or not the sampled signals should be triggered. However, under the prescribed \( H_\infty \) performance, the communication network congestion also prevents the transmission of some signals, which ought to be triggered from a system perspective, as shown in the rule D4. Both system
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Table 5.2: The classification of all sampled signals in 40s

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1  T2</td>
<td>T3  T4</td>
</tr>
<tr>
<td>Filter 1</td>
<td>0  5</td>
<td>9  8</td>
</tr>
<tr>
<td>Filter 2</td>
<td>0  5</td>
<td>36 4</td>
</tr>
<tr>
<td>Filter 3</td>
<td>0  6</td>
<td>79 3</td>
</tr>
<tr>
<td>Filter 4</td>
<td>0  5</td>
<td>23 4</td>
</tr>
</tbody>
</table>

dynamics and the signal characteristics evaluated by the function $\psi_i(t)$ can trigger some sampled signals as shown in the rule T2 while the evaluation function itself has the ability to release the sampled signals as implied by the rule T4.

Remark 5.5. The simulation results in Table 5.2 indicate that there is no signal triggered by the rules T1 and D1, that is, the coupling between the system and the communication network does not affect the triggering mechanism of the ETPs in the Information Selection Module. This result is helpful for engineering implementation in practical applications by separation of systems and communication networks because the minimal but adequate linkage between then makes it possible to work on each independently.

Remark 5.6. The results also show that there is no signal triggered under rule D3 in Case 2, which implies that if the evaluation of the sampled signal is larger or the communication network is not congested, the sampled signals are triggered and released to the communication network. Hence, the rule D3 in Case 2 can be mapped to the rule T4 in Case 1.

The interactive mechanism of the ETPs in the Information Selection Module can be clearly seen in Figure 5.13 – 5.16.

Under the proposed Theorem 5.2, the Information Dispatching Middleware and distributed $H_\infty$ filters are obtained. One can see from the above simulation results that by using the proposed Information Dispatching Middleware, communication resources, such as the bandwidth allocated for the distributed filters, can be signifi-
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Figure 5.13: The filtering error $e_1(t)$ of Filter 1

Figure 5.14: The filtering error $e_2(t)$ of Filter 2
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Figure 5.15: The filtering error $e_3(t)$ of Filter 3

Figure 5.16: The filtering error $e_4(t)$ of Filter 4
significantly conserved. With a threshold of $\lambda = 0.2$ in the Information Selection Module, 23.38\% of the filtering tasks are executed, which means that less communication resources are used and more bandwidth is made available for other transmission purposes. Figure 5.8 to Figure 5.11 show that the released packets from the Information Selection Module are scheduled in the fluid-flow model by the congestion control strategy within the limited time-delay.

5.5 Conclusion

The key factor in the investigation of distributed $H_\infty$ filtering for networked systems has been to maintain a constant focus on the significant contribution of network dynamics to the control and filtering problems. In this chapter, An Information Dispatching Middleware has been constructed to establish a novel framework for networked systems, where two modules called the Information Selection Module and the Congestion Avoidance Module are introduced. The scheduling strategy has been proposed based on this framework. Then, the filtering error system based on network dynamics has been formulated as a system with two time-varying delays. A sufficient condition to ensure the stability and to guarantee the prescribed $H_\infty$ noise attenuation performance for the filtering error system has been derived. Based on that condition, the codesign method of the distributed filters, the event-triggering parameter and network congestion controllers has been proposed. Finally, an example has been given to illustrate the merits and effectiveness of the method proposed in this chapter.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis has been concerned with the control and filtering of networked systems considering network dynamics. A novel middleware framework has been proposed to integrate computation and communication for real time information scheduling, such that the network resources are utilised efficiently while the networked systems’ performance is preserved. Some criteria have been derived to analyse and synthesise the control and filtering issues for networked systems. Several examples are provided to illustrate the effectiveness of the proposed criteria. More specifically, the main results of this thesis are as follows:

- Stability and stabilisation of networked systems under simultaneous consideration of network dynamics have been studied within a unified framework. A innovative scheduling middleware has been proposed to trade off the performance of the control system and the utilisation of communication network resources. Based on the proposed scheduling middleware, a new type of event-triggered scheme is developed to select the necessary data to be transmitted, where both the states of the control system and the network dynamics are considered. By using such an event-triggered scheme, the stability and stabilisation criterion has been derived. Correspondingly, the controllers have been obtained to stabilise the networked system and to regulate the utilisa-
tion of network resources. A numerical example has shown the validity of the proposed method.

- $H_\infty$ filtering for networked systems by an online scheduling strategy based on network dynamics has been investigated. An Information Dispatching Middleware has been constructed to establish a novel framework between the control system and network dynamics. This Information Dispatching Middleware consists of two modules: the Information Selection Module to regulate the transmission of the sampled data and the Congestion Avoidance Module to schedule the sampled data released by the Information Selection Module. Under this framework, an online scheduling strategy has been proposed to evaluate the network-induced time-varying delay. Then, the filtering error system with two time-varying delays has been formulated based on network dynamics. A sufficient condition has been established such that the resulting system is stable with a prescribed $H_\infty$ noise attenuation performance. The design method for the filter and the congestion controllers has been proposed in the form of linear matrix inequalities. The effectiveness of the proposed method has been shown by a mechanical system with two masses and two springs.

- The distributed $H_\infty$ control for large-scale distributed networked systems has been considered by taking network dynamics into account. Under the proposed Information Dispatching Middleware, the data are sampled into a group of event-triggered detectors to select the “needed” sampled data and then released to the shared IP-based communication network. The Congestion Avoidance Module is introduced to allocate the precious network resources. A co-design method has been presented to trade off the transmission rate reflected by the threshold of the event judgement function, and the QoS of the communication network. A stability criterion for the augmented system to be asymptotically stable has been established. Based on the stability condition, a co-design
6.2. Future Work

It should be pointed out that the issues of control and filtering for networked systems based on network dynamics have not yet been thoroughly investigated. The current research has focused on some fundamental issues, such as modelling, constructing middleware, performance analysis and controllers or filters design in the presence of network-induced delays, based on the event-triggered scheme. Some related topics for future research are listed below:

- The Information Dispatching Middleware presented in this thesis is designed specifically to enable control and filtering issues in networked systems to be...
studied. As such, its focus was the scheduling of sampled signals. The first natural extension of such scheduling middleware is to investigate other attractive issues, such as synchronization and consensus issues for distributed multi-agent systems. Furthermore, the network security can also be considered in the Information Selection Module of the proposed information scheduling middleware. For example, if one of the event-detectors in the Information Selection Module is attacked, the key point of research question is how to detect the security issue and to change the control or filtering strategies to ensure the rest of the subsystems meet the prescribed performance level. This area poses new challenging research issues for networked systems.

- The proposed information scheduling middleware (IDM) contains two function modules: the Information Selection Module to determine whether or not the current sampled data should be released to the communication channel and the Congestion Avoidance Module to guarantee the QoS of the communication network for the transmission of the released signals. The IDM is an open middleware, that is, more kinds of function modules can be introduced, not only to express more aspects of the communication network characteristics for the integration of computation, communication network and control systems but also to address more levels of network-induced imperfections. Therefore, in future research work, it will be meaningful to enrich the function blocks of the IDM, for example by providing a function module for quantisation of the released signals, for coding of the released signals and so on.

- It was observed that communication network congestion is a major problem, essentially leading to unanticipated phenomena, such as network accessing delays, packet losses or disorder and so on. In this thesis, for the released sampled signals from the Information Selection Module, reliable protocols in an IP-based communication network are considered to transmit triggered signals.
Based on these protocols, coupled with a congestion avoidance mechanism, a fluid-flow model is developed to abstract the dynamic characteristics of the communication network for investigating the control and filtering issues of networked systems. In future research work, other kinds of models, such as the gene regulatory network or chemical reaction processes, could be employed to model the dynamic characteristics of communication networks for the construction of new information scheduling middlewares. In those middlewares, a variety of codesign methods can be derived to trade off between the desired performance of networked systems and the efficient utilisation of the scarce communication network resources. New suitable protocols for scheduling the data flow in the communication network could also be developed for networked systems.

- In the Information Selection Module of the Information Dispatching Middleware, the proposed event-triggered scheme is advanced not only because it can avoid the Zeno phenomenon, but also because it is designed to adapt network dynamics, and even considers the QoS of the communication network, which is indicated by the evaluation function used in the event-triggered scheme. Future work may target how this scheme can be extended to involve more aspects, such as different levels of quantisation or coding of the sampled signals, uncertain or partially unknown statistical knowledge of networked systems and so on.

- The application of the proposed information scheduling middleware may become an attractive research topic. The middleware, which considers the event-triggered scheme, congestion control strategies, the tradeoff between the QoS of communication networks and the QoP of networked systems and so on, can be applied to develop an advanced message-oriented model (AMOM), which is one of the key technologies for building large-scale enterprise sys-
tems. AMOM may then become the glue that binds other independent and autonomous subsystems together and turns them into integrated distributed networked systems. These applications can be built by using diverse modules and can run on different platforms. Due to the unified characteristic of the Information Dispatching Middleware, users benefit from the functions provided by different modules in the proposed middleware. They are not required to rewrite their existing applications. This could be achieved by placing a queue between sender and receiver (as the control or filtering loop discussed in this thesis), to provide a level of indirection during communication to ensure the desired QoP of networked systems.
References


REFERENCES


[84] S. Deb and R. Srikant, “Rate-based versus queue-based models of congestion


[99] S. Floyd and V. Jacobson, “Random early detection gateways for congestion


REFERENCES


